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166 RESEARCH DESIGN 

The best statistical measure of population heterogeneity for a quantitative vanJ able is the standard deviation, conventionally symbolized by the Greek letter,:. sigma (o-). There is a direct link between this measure and the concept of standarci/
error, introduced earlier in our discussion of probability sampling theory. The stan.:: dard error, recall, indicates the degree of error in a sample estimate (the "average•(amount by which a sample estimate deviates from the population value it estd mates). The formula used to calculate the standard error is u/VN, that is, the stan{<lard deviation divided by the square root of the sample size N. From this formul one can see that the standard error is directly related to the heterogeneity of the pd ·. ulation as measured by o- and is inversely related to sample size. Also, the fonnu {itself is a statement of the first principle regarding sample size : the greater the heerogeneity of the population, the larger the sample necessary to achieve a gilevel of precision. 
Desired Precision 

Technically speaking, precision refers to the degree of variability or error in a sple estimate, hence to the standard error. Intuitively, however, the concept O · •. ·cision is perhaps best conveyed by relating it to the size of the confidence inf used to estimate a population value. Thus it is more precise to say that the a; number of beers consumed is likely to fall between 2.0 and 4.0 than to say tb average is likely to fall between 1.0 and 5.0. For a given confidence level({.percent), the size of the confidence interval is directly related to the standard that is, the smaller the standard error, the smaller the confidence interval ·· 
more precise the sample estimate. Of course, the larger the sample, the sm standard error. Therefore, it follows that the larger the sample , the greater
cision of the sample estimate. Two facts about this relationship are especially noteworthy because .. ·. intuition to a certain extent. First, ordinarily it is the absolute size of tbi(rather than the proportion of the population sampled that determines prec' long as the population is relatively large, the proportion of the population has a negligible effect on precision. For example, in 1990 the populatiomont was a little over 560,000 and the population of Massachusetts w million. Now, if one were to take a simple random sample of 2000 in eacstates, the sample proportion of the total population would be 1 of everysons in Vermont and 1 of every 3000 persons in Massachusetts. Yet, base, samples, an estimate (say, of average income) would be just as precise fchusetts as for Vennont. · ,· 

We can get a mathematical understanding of this relationship by{the formula for the standard error. Although the formula given aboV� 
the standard error is determined only by the standard deviation and sarri formula actually applies to populations of theoretically infinite size. (ulations, the formula should be multiplied by a correction factor eq,where f is the sampling fraction, or proportion of the population fosample (Kish, 1965:43-44). Notice, however, that if the sampling n�ar zero, then the correction factor becomes ../I, or 1, which has

;.standard error. In most practical . 167Jhe sample that I is extremel examples, the population is s \ignored. Only with small y sm�-near zer0-and the corr o :nuch larger than·zero; however, for a small populati_ons would we expect I to :hon factor can be 
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i(• Although precision IS_greater 1mpact on the Standard error sample size, and it•·· governed p · · · s,ample rather than by the proporti n;anly by the absolute numerical . notbe enormous in size to . ld 

on o the population sampled th s12e of the"b ··· . . y1e very prec. , e sampl .out prec1s10n and sam. 1 
. 1se results. This is th e need · .. ·. Pe size The 1. e second cru · 1 f. rr1P1e of size 2000 to 3000 . . sa�p mg error tends to be . cm act

freases the error by so litt1� ::t :�creasing. the sample size bey���e�tall for ai The mathematical exp!an " usually is not Worth the add'ti· s number•.· .. ti auon for this . I onal cost [ onnu1a. Notice that the stand d once again can be found � th . 
ple size goes up. Because ar error goes down as the s . e standard
.Sf the standard error by on:�:e square ro9t function, each tu:::; r�ot of the�te, the precision gained w. th� we must mcrease the sample s. fi wish to de-
�shing returns after a few �ou1:��ased sample size reaches a p��nt oo�1fo�d. At• �cts the standard error of cases. Consider, for exam I nunute, 
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