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4.5 Model Specification and Meulticolli ity in Praciice 93

sample: a lack of information is not soived by throwing out information. A
given observation or set of abservations may contain redundant information
about the effects of two variables, Le., the variables in those observations may
exhibit the same intercorrelations as observed in other observations, but that
15 no reason to sliminate the observation,

4.5 Model Specification and Multicollinearity
in Practice

Multicollinearity can have a powerful effect upon model specification and,
particularly. on staustical tests of modkel specification. When we discussed
mode! specificalion in terms of an omitied variable. there were two possible
situations: data on the omitted varable exist but were ignored, and data on
the omitted variable do not exist. In the first case. the standard r-test of the
null hypothesis #=0 is a test of the specfication that includes X, and
performance of that siatstical test provides information about appropriate
maode! specification. But multicollinearity confounds this test and weakens the
ability to judge among model specifications. Since multicollinearity reduces
the precision of the estimates (ncreases their variance), it becomes difficult 1o
develop tests that are good at distingwishing between alternative values of a
parameter and alternative specifications of the model.

Likewise we must be very careful about the model specification. If minor
changes in the model specification or the definition of varables yield large
changes in the estimated coefficients. the model should be treated with some
cauticn. In particular. the precise estimates of any given specification may
represent an artifact more of the sample than of the true underlying structure.
They may rely heavily upon one or two data points that exhibit a slightly
different pattern of intercorrelations but which are not necessarily representa-
tive of the population. In other words, mulucollinearity reduces our confi-
dence in any particular point estimates of parameters. This lowered confi-
dence is usually, but not always. reflecied in the estimated coefficient vari-
ances. Moreover. since the esimates become very sensitive 1o sample and
specification, the results that are obtuned from experimentation with a
variety of specilications and variable definitions are quite suspect by them-
selves, They require more than the usual amount of verification from other
samples of data.

We have concentrated our discussion on the problems associated with
omittng an important vanable from the analysis. The reverse case is also
true: them are cods associited with including irrelevent variables. The
expecied value of the esumated coefficient for such a variable will of course
be zero, snd the other coefficients will remmin unbiased. so that faulty
conclusions are not expected. However. the effects on the single estimate of
each coefficient obuained from one data set may not be wrivial because the
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94 4 Ordinary Least Squares in Praciice

variance of all estimates will increase. The formula for the variance of each
estimated coefficient does not take into account that one of the included
variables has no influence on ¥, it includes only terms involving the vari-
ances and covariances of the explanatory variables. For example, in the
model examined in Chapter 2. the variance of b, is a function of the variance
of X, and of the correlation between X, and X In that case if X, does not
influence ¥ and should be omitted from the model, including it only increases
the variance of the estimate of S, Thus the cost of including extraneous
variables in the estimation is reflected in higher variances for the e-«umalee of
the coefficients for the variables that belong in_the equation. In equations
with more than two explanatory variables, irrelevant variables have the same
effect because they generally increase the collineanty within the set of
included variables, which reduces the size of the determinant and increases
the variance of each estimated coefficient. The implication of this discussion
is that you do notl want to mdude unnetessary uaﬂdbiea purlltuldrE if lhc)
are collinear with other vai not want o omit
ones, The question is how to lell [l . The only certain’
with the theory used to construct the model in the first place. This, and
possibly previous empirical findings, are the only sure way 10 make such
decisions.

In some instances researchers will use the statistical tests described in
Chapter 3 to decide whether a variable is extraneous or not. If the f-statistic
falls below the critical value for a specified confidence level, say 0.1, the
researcher will decide to accept the null hypothesis that the true coefficient
for that variable is zero, and reestimate the equation with that variable
omitted. This process runs the very considerable risk of biasing the remaining
coefficients because the statistical tests used are nol set up to test the null
hypothesis implicit in this decision process. The null hypothesis the researcher
is actually using is that the true coefficient is not zero, Hy: 8#0; but the
r-statistic is testing the null hypothesis that § equals zero. Not being able to
reject the null hypothesis that f=0 is not equivalent to rejecting the null
hypothesis that 0.

Mature, as the designer of social scientsts’ experiments, is particularly
perverse on this problem. Low i-statistics can result either from the true
cocfficient being close 1o zero or because the estimated coefficient has a high
variance, possibly caused by multicollinearity. If one couid be sure that the
true influence of a variable is small and that the low r-statistic is the result of
the true coefficient being close to zero. the amount of bias from omitting this
variable would be relatively small. The gain in precision by reducing the
variance of the remaining coefficients could offset this small bias. However,
large gains in precision are possible only when highly collinear variables are
omitted. Unfortunately, this collinearity increases the variance of the esti-
mated coefficients and implies that one cannot be confident that the true
value of the coefficient is close to zero. The result of using r-tests to justify
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4.5 Model Specificatien ane Multicollinearity in Practice 95

_emitting variables may lead (© the exclusion of collinear but substantively
important variables. Thus there is considerable risk of biased coefficients if
ane adopls this strategy. We return 1o our previous comment that in the face
of multicollinearity the: rescarcher must be more cautious in evaluating and
interpreting the results and must provide much more information about the
behavior being modeled. This information can come only from theoretical
consideravons and prewious empirical wark.

A common estimation procedure known as stepwise regression is particu-
larly vulnerable to the problems of specification and multicollineanity just
described. In stepwise regression, the researcher specifies only the dependent
variable and a list of pessible explanatory variables rather than the exact
model to be esiimated. The program deing the regression® then successively
selects vanables for inclusion in the equation on the basis of which one wi
vield the greatest increase in R*. In some cases cutoffs are established in
werms of the number of variables 0 be included or the minimum change in
R* regquired for inclusion of the next variable.

Stepwise regression represents a series of erdinary least squares estimates
where the number of variables is progressively increased. At any stage, the
coefficient estimates, estimated standard errors, R, ete, arrived at through a
stepwise procedure will be identical 10 the estimates obtained from a simple
OLS regression that includes the same variables. Thus, the issue is not the
numerical coefficient estimates. Instead. it is whether the additional informa-
tion generated in intermediate stages of the stepwise process is useful in
interpreting (or constructing) the model itsell or in ascertaining anything
about relationships between individual independent variables and the depen-
dent variable.

Two common justifications for the use of stepwise regression are that such
4 procedure is uselul in determming the “most important” variables in
explaining the behavior in question and that, because there is uncertainty
about just which vanables should be in the equation, this procedure allows
the data "o tell the best model.” Let us consider these in order.

R* was interpreted as the amount of dependent variable variation ex-
plained by the exogenous variables Thus, it seems logical that the variables
that “explin the most” are the “most important™ in determining the be-
havior. However, R*is a sample specific statistic. As such it is determined not
anly by the strength of the relatiorship (the ) but also by the intercorrela-
wons among the exogenous variables and by the variance in each of the
exogenous variables. These last two terms are dependent upon the specific
characteristics of the sample and. thus, cannot be casily generalized to the
entire pepulation ueder consi¢eration. Further. since the procedure operates
on increments to B2 or chenges in explamed variation, the amount of

*Sorse stepwise programs siart with a full set of variables identified in the equation and
eliminate vaziables on the bass of the smallest reduction in R, This is referred (o as stepwise
deletion. Otker programs comhine theie two methods.



o6 4 Ordinary Least Squares in Praciice

variation attributable to any variable is dependent upon the order in which it
is entered, i.e.. on the set of other variables that are already in the equation
{entered in an earlier step) and on the set not yet entered.

Consider a simple example where two exogenous varables each have a
strong influence on the dependent variable (i.e., a large value of ) but which
are highly correlated with each other in the sample. A stepwise procedure
would select one of the variables for inclusion but might neglect the second
because it would add little to R The individual parameter estimate for the
included variable would be biased (as discussed previously), and the proce-
dure would be misleading if we interpreted the stepwise regression as indicat-
ing that the included variable was important and the excluded variable was
unimportant. The individual coefficients at any stage in the procedure are
biased in just the way discussed under the heading of model specification,

Further, there is little assurance that the final model—the model selected at
the end of the entire stepwise procedure—bears any relationship to the
underlying population model. First, a variable entered at an early stage may
have no influence on the dependent variable ( 8, =0) but may be correlated
in the sample with several other variables that do influence the dependent
variable. The stepwise procedure may include this variable because it “prox-
ies” several other variables—variables that do have a significant relationship
with the dependent variable. Because of the level of intercorrelation, the true
variables may never be included. Second, it is possible that some important
variables are not included (and neither are any proxies for them). A set of
variables might be skipped in the search process if their effects are “offset-
ting”; i.e., in the case of two variables, if both have similar effects on ¥, (in
terms of f,) but are negatively correlated in the sample, or if each has an
opposing effect on ¥, but they are positively correlated in the sample, the
estimated importance of either one taken separately will be understated.

The point of this discussion is simple. Stepwise regression appears (0
promise something that it cannot deliver. It is not possible to use stepwise
regression o give both the model and the parameter estimates. Nor is it
possible to use either the order of entry into a stepwise procedure or the
parameter estimates of intermediate stages to make inferences about the
importance of particular variables (except in the coniext of one specific
sample). To the extent that the purpose of estimation is to make inferences
about population relationships on the basis of sample information, a stepwise
procedure can be very misleading.

4.6 Functional Forms

The previous discussion of model specification has centered exclusively on
which variables should be included. Specifying the relationship among them
is also very important. Choosing the correet functional form of the model is
often done with even less guidance than choosing the variables of the model.
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