DISCLAIMERS AND LANGUAGE USAGE

Disclaimers and Language Usage

Unless otherwise noted, we use the term veteran to refer to anyone who was discharged from an active component of the armed services under conditions other than dishonorable (i.e., Army, Navy, Air Force, Marines, Coast Guard) and to reservists who served on active duty for more than 180 consecutive days. Reserve component members (e.g., National Guard, Army Reserve) are not included unless they made the active duty requirement (180 consecutive days) or accumulated at least 20 years of service. This is the definition the VETS program uses (DOL, 2014a).

In several places, this document touches on statutory and regulatory issues; those include the details of VETS program service provision and statutory provisions for sharing data. This report is not a legally binding document. We have provided our best understanding of the legal issues. That understanding may be incorrect or incomplete.

This report was prepared for the U.S. Department of Labor (DOL), Chief Evaluation Office (CEO) by Abt Associates, under contract number DOLQ129633231, call order number 1605DC-17-U-00132. The views expressed are those of the authors and should not be attributed to DOL, nor does mention of trade names, commercial products, or organizations imply endorsement of same by the U.S. Government.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABS</td>
<td>Address-Based Sampling</td>
</tr>
<tr>
<td>ACF</td>
<td>Administration for Children and Families</td>
</tr>
<tr>
<td>ACS</td>
<td>American Community Survey</td>
</tr>
<tr>
<td>AFQT</td>
<td>Armed Forces Qualification Test</td>
</tr>
<tr>
<td>AIAN</td>
<td>American Indian or Alaskan Native</td>
</tr>
<tr>
<td>AJC</td>
<td>American Job Center</td>
</tr>
<tr>
<td>ASVAB</td>
<td>Armed Services Vocational Aptitude Battery</td>
</tr>
<tr>
<td>BLS</td>
<td>U.S. Bureau of Labor Statistics</td>
</tr>
<tr>
<td>CARRA</td>
<td>Center for Administrative Records Research and Applications</td>
</tr>
<tr>
<td>CATI</td>
<td>computer-assisted telephone interviewing</td>
</tr>
<tr>
<td>CDS</td>
<td>Computerized Delivery Sequence</td>
</tr>
<tr>
<td>CEO</td>
<td>Chief Evaluation Office</td>
</tr>
<tr>
<td>CPS</td>
<td>Current Population Survey</td>
</tr>
<tr>
<td>DC</td>
<td>Disability Compensation</td>
</tr>
<tr>
<td>DEERS</td>
<td>Defense Enrollment Eligibility Reporting System</td>
</tr>
<tr>
<td>DHS</td>
<td>U.S. Department of Homeland Security</td>
</tr>
<tr>
<td>DMDC</td>
<td>Defense Manpower Data Center</td>
</tr>
<tr>
<td>DoD</td>
<td>U.S. Department of Defense</td>
</tr>
<tr>
<td>DOL</td>
<td>U.S. Department of Labor</td>
</tr>
<tr>
<td>DVOP</td>
<td>Disabled Veterans’ Outreach Program; DVOP specialist</td>
</tr>
<tr>
<td>EB</td>
<td>Extended Benefits</td>
</tr>
<tr>
<td>ES</td>
<td>Employment Service, Wegner-Peyser</td>
</tr>
<tr>
<td>ETA</td>
<td>Employment and Training Administration</td>
</tr>
<tr>
<td>EUC</td>
<td>Emergency Unemployment Compensation</td>
</tr>
<tr>
<td>FY</td>
<td>fiscal year</td>
</tr>
<tr>
<td>GWT</td>
<td>Global War on Terror</td>
</tr>
<tr>
<td>HHS</td>
<td>U.S. Department of Health and Human Services</td>
</tr>
<tr>
<td>ICS</td>
<td>individualized career services</td>
</tr>
<tr>
<td>IRR</td>
<td>Individual Ready Reserve</td>
</tr>
<tr>
<td>IRS</td>
<td>Internal Revenue Service</td>
</tr>
<tr>
<td>ITA</td>
<td>Individual Training Account</td>
</tr>
<tr>
<td>JVSG</td>
<td>Jobs for Veterans State Grants program</td>
</tr>
<tr>
<td>LEHD</td>
<td>Longitudinal Employer-Household Dynamics</td>
</tr>
<tr>
<td>LVER</td>
<td>Local Veterans’ Employment Representative</td>
</tr>
<tr>
<td>MEPCOM</td>
<td>Military Entrance Processing Command</td>
</tr>
<tr>
<td>NDNH</td>
<td>National Directory of New Hires</td>
</tr>
<tr>
<td>NLSY</td>
<td>National Longitudinal Survey of Youth</td>
</tr>
<tr>
<td>NPV</td>
<td>net present value</td>
</tr>
<tr>
<td>NSC</td>
<td>National Student Clearinghouse</td>
</tr>
<tr>
<td>NSV</td>
<td>National Survey of Veterans</td>
</tr>
<tr>
<td>OCSE</td>
<td>Office of Child Support Enforcement</td>
</tr>
<tr>
<td>OEMA</td>
<td>Office of Economic and Manpower Analysis</td>
</tr>
<tr>
<td>OMB</td>
<td>Office of Management and Budget</td>
</tr>
<tr>
<td>ACRONYM</td>
<td>EXPLANATION</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>OPM</td>
<td>Office of Personnel Management</td>
</tr>
<tr>
<td>OPRE</td>
<td>Office of Planning, Research, and Evaluation</td>
</tr>
<tr>
<td>PIK</td>
<td>Protected Identification Key</td>
</tr>
<tr>
<td>PIRL</td>
<td>Participant Individual Record Layout</td>
</tr>
<tr>
<td>PSM</td>
<td>propensity score matching</td>
</tr>
<tr>
<td>PTSD</td>
<td>post-traumatic stress disorder</td>
</tr>
<tr>
<td>PY</td>
<td>program year</td>
</tr>
<tr>
<td>RDC</td>
<td>Research Data Center</td>
</tr>
<tr>
<td>RDD</td>
<td>random digit dialing</td>
</tr>
<tr>
<td>ROI</td>
<td>return on investment</td>
</tr>
<tr>
<td>RQ</td>
<td>research question</td>
</tr>
<tr>
<td>SBE</td>
<td>significant barrier to employment</td>
</tr>
<tr>
<td>SNAP</td>
<td>Supplemental Nutrition Assistance Program</td>
</tr>
<tr>
<td>SSA</td>
<td>Social Security Administration</td>
</tr>
<tr>
<td>SSDI</td>
<td>Social Security Disability Insurance</td>
</tr>
<tr>
<td>SSI</td>
<td>Supplemental Security Income</td>
</tr>
<tr>
<td>SSN</td>
<td>Social Security number</td>
</tr>
<tr>
<td>TAA</td>
<td>Trade Adjustment Assistance program</td>
</tr>
<tr>
<td>TANF</td>
<td>Temporary Assistance for Needy Families</td>
</tr>
<tr>
<td>TAP</td>
<td>Transition Assistance Program</td>
</tr>
<tr>
<td>TEGL</td>
<td>Training and Employment Guidance Letter</td>
</tr>
<tr>
<td>UCFE</td>
<td>UCF/Unemployment Compensation for Federal Employees</td>
</tr>
<tr>
<td>UCX</td>
<td>Unemployment Compensation for Ex-Servicemembers</td>
</tr>
<tr>
<td>UI</td>
<td>Unemployment Insurance</td>
</tr>
<tr>
<td>USERRA</td>
<td>Uniformed Services Employment and Reemployment Rights Act of 1994</td>
</tr>
<tr>
<td>VA</td>
<td>U.S. Department of Veterans Affairs</td>
</tr>
<tr>
<td>VDEI</td>
<td>Veterans’ Data Exchange Initiative</td>
</tr>
<tr>
<td>VETS</td>
<td>Veterans’ Employment and Training Services program</td>
</tr>
<tr>
<td>VOW</td>
<td>Veterans Opportunity to Work</td>
</tr>
<tr>
<td>VPL</td>
<td>Veterans Program Letter</td>
</tr>
<tr>
<td>WDB</td>
<td>Workforce Development Board</td>
</tr>
<tr>
<td>WEX</td>
<td>Work Experience File</td>
</tr>
<tr>
<td>WIA</td>
<td>Workforce Investment Act of 1998</td>
</tr>
<tr>
<td>WIASRD</td>
<td>Workforce Investment Act Standardized Record Data</td>
</tr>
<tr>
<td>WIOA</td>
<td>Workforce Innovation and Opportunity Act</td>
</tr>
<tr>
<td>WISPR</td>
<td>Workforce Investment Streamlined Performance Reporting</td>
</tr>
</tbody>
</table>
The U.S. Department of Labor (DOL) makes major investments in employment and training services to help improve veterans’ labor market outcomes. These investments include services available only to veterans through the Jobs for Veterans State Grants program (JVSG), as well as priority of service to workforce programs available to the broader population, most notably through the Wagner-Peyser Employment Service and Workforce Innovation and Opportunity Act (WIOA) Adult and Dislocated Worker programs.

Recognizing the importance of understanding the veterans served by DOL, their use of workforce services, and their labor market outcomes, Section 502 of the Jeff Miller and Richard Blumenthal Veterans Health Care and Benefits Improvement Act of 2016 (PL 114-315) requires DOL to fund a “longitudinal study of job counseling, training, and placement service for veterans.”

To develop “design options,” that is potential approaches for addressing this requirement and more generally for building evidence about improving labor market outcomes for this population, DOL’s Chief Evaluation Office (CEO) awarded a design contract—the “Veterans’ Employment and Training Services (VETS) Research Study Design”—to Abt Associates and its partners, RAND Corporation and Capital Research Corporation. This Knowledge Development Report provides a foundation from which the project will develop and assess potential study designs that meet the legislative requirements and the informational needs and priorities of DOL. First, this document attempts to clearly specify the research questions. The document then describes the populations of veterans to be studied, the nature of the programs that serve them, veterans’ use of the workforce system, and potential sources of data to capture the required outcome measures (such as employment, income, use of educational benefits, and Unemployment Compensation receipt).

To develop that understanding, the evaluation design team examined existing literature and data, interviewed individuals with relevant program and data system knowledge and expertise, and visited an American Job Center (AJC). The literature reviewed by the team includes relevant statutory language, DOL programmatic guidance, annual reports on the JVSG and WIOA programs, documentation on relevant data sources, and published research on veterans’ employment, veterans-serving workforce programs, and relevant analytic and data collection methods. We also analyzed public use Census Bureau and DOL workforce data on veterans. We interviewed federal and local program staff and data custodians from several agencies. We also solicited input on workforce programs and evaluation methods and findings from external research experts.

From those knowledge development activities, we identified the key design considerations and their implications for the development and implementation of the congressionally mandated longitudinal study of veterans.

**Key Study Parameters**

DOL’s solicitation for this design options study specifies a series of research questions, starting with those detailed in PL 114-315, with additions consistent with the statutory language that the study collect

---

“such other information as the Secretary [of Labor] determines appropriate.” The research questions are of the following types:

1. **Implementation**: Detailing the services made available to veterans in AJCs.

2. **Descriptive**: Detailing the characteristics of veterans served by AJCs (e.g., military service history and demographics), their receipt of educational and vocational rehabilitation benefits, utilization and perceptions of AJC services, and outcomes (especially employment and income). Furthermore, the study is to be longitudinal, describing the evolution of these outcomes over five years.

3. **Causal (Impact)**: Rigorously capturing how and to what extent AJC services improve veterans’ outcomes.

4. **Cost/benefit**: Estimating how the costs of AJC services compare to the benefits they produce.

DOL’s solicitation and the statute require description of the characteristics of veterans, their use of services, and a comparison of outcomes for three distinct groups of veterans—veterans using intensive workforce services; veterans using only non-intensive workforce services; and veterans in the workforce but using no workforce services.

To support this precise level of targeting, the study must complete **three steps**:

1. Build a list of veterans in the workforce.
2. Classify those veterans by their use of workforce services.
3. Tabulate outcomes for each group.

The major design challenge is how to complete these three steps in a cost-efficient and technically sound manner.

A secondary design challenge is how to address the causal (impact) research questions and the cost benefit research questions—which also require an estimate of impact. Recently and consistent with the methodological literature, DOL has primarily address such causal impact research questions through random assignment studies. Given prohibitions on restricting veterans’ access to services, impact estimates of the overall effect of workforce services to veterans would likely need to rely on nonexperimental methods. In particular, some form of propensity score matching appears to be the most promising approach. In general, the extent to which such nonexperimental methods can estimate casual impact is a subject of scholarly debate. Estimating the causal impact of workforce programs for veterans does not appear to be particularly amenable to nonexperimental methods.

### Data Source Options and Challenges

Developing design options to answer the questions included in the solicitation and the statute involves addressing a number of methodological challenges related to identifying a rigorous yet cost-effective approach to conducting the impact, descriptive and cost/benefit analyses, each of which are discussed in this report. Nevertheless, the greatest challenge by far is how to obtain the data required to complete the three steps above. The balance of this Executive Summary focuses on obtaining the required data.

**Administrative Data**

The most cost-effective approach would be to rely primarily or solely on extant sources, primarily administrative data.
However, *some of the research questions cannot be answered entirely with existing data*. Some of the outcomes of interest are not recorded at all in any administrative data, some are recorded but not exactly in the way specified in the statute, and some are not recorded in administrative data at all. Among the descriptive questions, this is true of the information on participants’ subjective perceptions of AJC services. Implementation and cost questions can only be partially addressed using existing information. Answering those questions would require some primary data collection efforts to supplement administrative data—at a minimum, site visits and focus groups.

The greater challenge for an approach relying on administrative data is one of access. That is, though considerable relevant administrative data with individual identifiers exist, *DOL controls none of them, and they are highly protected by their custodial agencies*. The data required to execute the three steps above are controlled by a range of federal and state entities. To fully support this study, the data would need to be obtained in a timely manner and linked for analysis. This challenge applies broadly to the data needed for each of the three steps:

- **List of veterans in the workforce.** The U.S. Department of Defense (DoD) and the Veterans Administration (VA) hold lists of veterans, though the workforce status of those veterans would have to be captured by other means. American Community Survey (ACS) data, held by the Census Bureau, is another potential source of a list of veterans, and would also contain information on whether those veterans are in the workforce.

- **Veterans’ workforce services use.** States hold data on use of their workforce services by individuals. States share that data with DOL, but generally only in de-identified form. That the data are de-identified make it impossible to merge DOL’s workforce data to other necessary data sources—particularly sources of information on prior military service and key outcome measures. Language in the WIOA authorizing statute appears to restrict DOL from creating an identified (e.g., with names and SSNs) national database of users served under Titles I and IV.³ If access to identified, nationwide DOL workforce data on veterans cannot be secured, an alternative might be to work with a subset of states to obtain their workforce data directly. The attractiveness of this approach is sensitive to what fraction and mix of selected states agree to participate.

- **Outcomes.** The statute requires information on a range of outcomes, including employment, earnings, household income, home ownership, and use of vocational rehabilitation services. Even if access to a list of veterans using intensive workforce services could be arranged, obtaining access to administrative data on outcomes required to meet the congressional mandate would present another challenge. Arrangements would need to be made with DoD or VA to provide identified data on veterans’ benefits use. For earnings and income data, there are multiple sources including state Unemployment Insurance earnings data or federal Office of Child Support Enforcement (OCSE)/National Directory of New Hires (NDNH), Social Security Administration (SSA), and Internal Revenue Service (IRS).

Due to the sensitivity of the underlying data, however, all of the corresponding data custodians put strict limits on access. If, for example OCSE, SSA, or IRS were used as the source for income measures, the source organization would likely have to serve as a “safe harbor,” receiving and

---

³ This includes individuals served by the WIA Adult and Dislocated Worker programs. JVSG and the Wagner-Peyser Employment Service are not covered under those titles.
merging identified data from other relevant data sources (such as DOL workforce data and DoD or VA data), then de-identifying any files to which the study team then has access.

In the absence of Congressionally-mandated cross-agency cooperation, paths exist for obtaining much of the required data, but the negotiation process and subsequent logistics will be time-consuming, and success is not guaranteed. In the case of workforce data, obtaining nationwide information might not be possible, absent statutory changes.

A Study-Specific Survey
Alternatively, the study could gather most or all of the required information by fielding its own customized survey of veterans. This option presents its own set of challenges.

- A study-specific survey approach would have some drawbacks related to data quality. Information obtained on use of workforce services and income, for example, are likely to be less precise when reported on a survey (due to recall error and survey nonresponse) than in administrative data.

- In addition, a study relying on primary data collection to satisfy all three study steps would be extraordinarily expensive. The cost is particularly high for the first two steps because veterans using workforce services—and especially intensive services—are a rare population. The most recent available data suggest that veterans using intensive workforce services represent roughly 0.1 percent of all adults and about 1 percent of all veterans.

This presents a “needle-in-a-haystack” challenge if the study begins with no pre-existing list of veterans or their use of workforce services, and instead has to go out and find veterans from each group from the general population. Assuming standard rates of survey response, the study would need to contact tens of millions of individuals in order to find enough sample members for each of the three study groups (with the rarest group presenting the greatest challenge). The resulting study costs would be in the hundreds of millions of dollars.

Having a list of veterans to start with would shrink the haystack by 90 percent (because only about 10 percent of the population are veterans). This would reduce costs to the tens of millions, rather than hundreds of millions. Reducing costs of a survey-based approach by a substantially greater amount than that would require obtaining a list of veterans who have used workforce services. Such data would allow a sample to be identified directly, rather than having to search for them by contacting members of the broader population at random. DOL workforce data or state workforce data are the only reasonable sources of a list of veterans receiving workforce services.4

In the absence of extant data containing identifying information for veterans’ and their use of workforce services, administrative data-based approaches appear to be infeasible. The alternative would be a survey based strategy, but this option would have relatively high cost.

Hybrid Administrative/Survey Options
Given limitations of administrative data and a study-specific survey as standalone options, it is natural to explore opportunities to combine the two—collecting and combining administrative and survey data for

---

4 The Current Population Survey’s Veterans Supplement collects some information on veterans’ use of workforce services, but without enough detail and for too small a sample to be useful for the purposes of this study.
the same sample of individuals. This hybrid approach is attractive, in that it would provide multiple options to collect different types of data while reducing survey costs. But the hurdles are high.

If starting from a survey, that approach would require gathering identifiers—name, date of birth, SSN—from survey respondents. In the current identity-theft-aware environment, refusal to provide that information seems likely to be so common as to vitiate the strategy.\(^5\)

Conversely, starting from administrative data requires contact information—address, telephone number, email—and permission to contact in order to field the survey. Recovering contact information from name and date of birth is possible; however, gaining access to administrative data with permission to contact is less likely. DoD has shared such information in its existing Veterans’ Data Exchange Initiative data use agreement with DOL, but the agreement strictly prohibits contacts beyond one-time emails. The IRS, SSA, and OCSE have not historically released such required identifiers. The likeliest possible exception would be if the study were able to obtain identifiers through state-held workforce data. But again, the challenges to arranging agreements with states to obtain such identified data are significant.

---

\(^5\) For example, see the work of Czajka, Mabli, and Cody (2008), documenting challenges faced by SSA and Census because of increasing rates of refusal to report SSNs.
1. Overview

Section 502 of the Jeff Miller and Richard Blumenthal Veterans Health Care and Benefits Improvement Act of 2016 (PL 114-315) requires a “longitudinal study of job counseling, training, and placement service for veterans.”6 There are many ways to conduct such a study, but these options vary greatly in their cost, logistical feasibility, and capacity to provide conclusive evidence to answer the specified research questions. To address this requirement, the U.S. Department of Labor (DOL) issued Solicitation No. 1605DC-17-R-00019 for a design project. On September 25, 2017, DOL’s Chief Evaluation Office (CEO) awarded the contract for “Veterans’ Employment and Training Services (VETS) Research Study Design” to Abt Associates and its partners, RAND Corporation and Capital Research Corporation.

This Knowledge Development Report summarizes what has been learned from key informant interviews and review of the extant literature. Crafting a study design that rigorously addresses all of the relevant research questions entails a number of challenges. The design must be based on a thorough understanding of the legislative requirements, relevant programs and services, prior research, potentially relevant data sources, and analytic options.

This document’s purpose is to lay the groundwork for developing such a design for a study that can answer those research questions in a cost-effective manner.

This opening chapter discusses basics about the VETS programs: Section 1.1 provides a logic model intended to capture the influences on veterans’ employment outcomes that the study design must account for. It is followed by a discussion of the structure of the remainder of the document (Section 1.2) and this project’s capstone document, the Evaluation Design Options Report (EDOR) (Section 1.3).

1.1 Logic Model for AJC Services to Veterans in AJCs

Veterans receive DOL workforce services in American Job Centers (AJCs), both from programs serving the general public and from veterans-specific VETS programs. Exhibit 1.1 provides a graphical representation of a logic model for the impact of those services—the program, as well as characteristics of participants and their surrounding environments that also can potentially influence their employment outcomes. Greater detail on veterans-serving employment programs can be found in Chapter 4.

Exhibit 1.1. A Logic Model for Veterans-Serving Employment and Training Program Services in AJCs

Key:
AJC/American Job Center. JVSG/Jobs for Veterans State Grants program. UCX/Unemployment Compensation for Ex-Servicemembers. UI/Unemployment Insurance. WIOA/Workforce Innovation and Opportunity Act.

- Military service (e.g., component, years, military occupation)
- Civilian labor market experience (e.g., years, earnings, unemployment)
- Demographics (e.g. age, sex, race/ethnicity, education)
1.1.1 Program Elements and Aims

The middle two rows of Exhibit 1.1 depict the key steps in the logic model. There are two rows. The top row represents veterans’ specific workforce services through its Jobs for Veterans State Grants (JVSG; see Exhibits 1.2 and 1.3 and Chapter 4 for more discussion). The second row represents non-veterans’ specific workforce services including Wagner-Peyser programs and Workforce Innovation and Opportunity Act (WIOA; again, see Exhibit 1.2 and Chapter 4 for more discussion). By statute, veterans receive “priority of service” for non-veterans-specific workforce services.

For each of the two types of services:

- **Resources.** DOL provides funds to states for veterans-specific and non-veterans-specific workforce services.7

- **Inputs.** States use VETS funding to acquire the inputs for VETS program services. Those inputs consist of line staff—Disabled Veterans’ Outreach Program specialists (DVOPs) and Local Veterans’ Employment Representatives (LVERs)—who interact directly with veterans and employers; supervisors of those line staff and higher-level managers; space; computer systems; and online assessment and job search resources. DVOPs assist veterans with “significant barriers to employment” (SBEs). LVERs work with employers to meet their workforce needs by hiring veterans. Understanding the details of those inputs will be crucial for any cost-benefit analysis (see Section 8.4). 8 WIOA and Wagner-Peyser fund a corresponding set of staff and infrastructure serving a general population, including veterans. States pass on funds to local Workforce Development Boards (WDBs), which use these multiple funding streams to support and organize services in AJCs, designed to be workers’ one-stop shop for all government-funded employment and training services.

- **Activities.** AJCs use those inputs to generate activities; that is, the services provided by the workforce system to workers. The focus of the VETS study is on services to veterans. The authorizing statute for the study characterizes those services as “intensive” or “non-intensive,” where intensive services are activities involving substantial staff assistance, such as development of individualized employment plans, job search assistance, case management, and job placement. In contrast, non-intensive services are lighter-touch services that are primarily self-service, with some staff help, such as accessing online tools available at the AJC. Some workshops that do not involve ongoing work with a staff member also might be considered non-intensive.

- **Outcomes.** These outputs are intended to improve labor market outcomes for veterans. In the short term, labor market outcomes of interest include faster re-employment and lower payments from

---

7 In most but not all states, funds are allocated to the state workforce agency (Rosenberg, Strayer, Boraas, English, and Khemani, 2015).

8 Every 5 years, state workforce agencies submit a multi-year Jobs for Veterans State Grants state plan, which generally includes a narrative description of the populations of veterans that will receive targeted services, provisions for priority of service for veterans and other eligible persons, and performance goals (JVSG Program Fact Sheet, 2017).

9 WIOA authorization introduced a new terminology, with “individualized career services” replacing “intensive services.” In our AJC visit, we found that the staff we spoke with continued to use the term “intensive.” We use the terms interchangeably, but rely primarily on the term “intensive,” both to be consistent with statute and for the purposes of parsimony.
Unemployment Compensation for Ex-Servicemembers (UCX) and Unemployment Insurance (UI). In the longer term, the goal of workforce programs is better jobs and stable employment for veterans. The key dimension of better jobs is earnings. Other dimensions include hours worked, hourly wage, fringe benefits, and shift work/regularity of earnings. In turn, higher earnings should lead to radiating impacts. From the government perspective, those impacts include smaller payments from public programs (e.g., Medicaid, Social Security Disability Insurance, Vocational Rehabilitation, Supplemental Nutrition Assistance Program, housing assistance, Affordable Care Act subsidies) and larger tax payments (e.g., income taxes, payroll taxes). From the household perspective, those radiating impacts include greater food and housing security.

### Exhibit 1.2. Key DOL Workforce Programs Available to Veterans at AJCs

<table>
<thead>
<tr>
<th>Program</th>
<th>Population Served</th>
<th>Program Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wagner-Peyser Employment Service</td>
<td>General population of job-seekers</td>
<td>Nearly all individuals who register at an AJC are enrolled in the Wagner-Peyser-funded Employment Service. Established in 1933, ES funds a range of job search assistance, referrals, and (re)employment services to job-seekers. Services to job-seekers are limited to basic career services (non-intensive). ES also funds services to employers to find job candidates. Consistent with its focus on bringing job-seekers and employers together, ES typically funds states’ online job banks.</td>
</tr>
<tr>
<td>Workforce Innovation and Opportunity Act</td>
<td>General population of job-seekers</td>
<td>WIOA funds employment and training services for adults, dislocated workers, and youth. WIOA’s basic career services (non-intensive) are available to all job-seekers. These typically involve light-touch or one-time staff assistance—such as referrals to other services, provision of labor market information, and eligibility assessments. These are not always readily differentiable from Wagner-Peyser-funded services. WIOA’s individualized career services (intensive services), by contrast, typically involve more in-depth and ongoing staff involvement—including comprehensive assessments, development of an individualized employment plan, and case management. These services are available to individuals whom AJC staff deem in need of more-intensive assistance to obtain or retain employment. In addition, WIOA funds classroom training, on-the-job training, and work experience.</td>
</tr>
<tr>
<td>Jobs for Veterans State Grants</td>
<td>Veterans</td>
<td>JVSG-funded services are provided by two types of staff: Disabled Veterans' Outreach Program specialists and Local Veterans' Employment Representatives: DVOPs provide intensive (re)employment services to veterans (and eligible spouses) who are disabled or have other significant barriers to employment. The set of services are similar to those provided via WIOA-funded counselors, but DVOPs are trained to meet the particular needs of veterans with SBEs. LVERs work with employers to help them fill their talent needs by hiring veterans. LVERs may collaborate with DVOPs for help identifying candidates for jobs their employer partners have open.</td>
</tr>
</tbody>
</table>


Note: See the following DOL websites for more detail on these programs:
- WIOA: [https://www.doleta.gov/WIOA/Overview.cfm](https://www.doleta.gov/WIOA/Overview.cfm)
Exhibit 1.3. Key Statutes and Guidance

<table>
<thead>
<tr>
<th>Source</th>
<th>Detail</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Statutes</strong></td>
<td></td>
</tr>
<tr>
<td>• Title 38, U.S. Code §4102A(b): authorizes Jobs for Veterans State Grants funds provided to each state</td>
<td></td>
</tr>
<tr>
<td>• Title 38, U.S. Code §4103A: defines the role and responsibilities of the Disabled Veterans' Outreach Program</td>
<td></td>
</tr>
<tr>
<td>• Title 38, U.S. Code §4104: defines the role and responsibilities of the Local Veterans' Employment Representative program</td>
<td></td>
</tr>
<tr>
<td>• Title 38, U.S. Code §4104(4) and 4211(4): defines “eligible veteran”</td>
<td></td>
</tr>
<tr>
<td>• VOW to Hire Heroes Act of 2011 (PL 112-56): prohibits JVSG-funded staff from performing non-veteran-related duties, and authorizes DOL to reduce funding for non-compliant states</td>
<td></td>
</tr>
<tr>
<td><strong>Guidance</strong></td>
<td></td>
</tr>
<tr>
<td>• VPL 07-09: provides guidance on implementation of the priority of service requirement for veterans and eligible spouses in all qualified workforce programs</td>
<td></td>
</tr>
<tr>
<td>• VPL 01-10: details JVSG recurring report requirements</td>
<td></td>
</tr>
<tr>
<td>• VPL 03-14: directs DVOPs to prioritize services for veterans with a significant barrier to employment and other categories of veterans</td>
<td></td>
</tr>
<tr>
<td>• TEGL 03-15: describes career service provisions authorized by the Workforce Innovation and Opportunity Act</td>
<td></td>
</tr>
<tr>
<td>• TEGL 19-16: maps career service activities to the appropriate service categories</td>
<td></td>
</tr>
</tbody>
</table>


1.1.2 Characteristics of the Veterans Served

Above this main sequence of steps (Resources/Inputs/Outputs/Outcomes) in the logic model, Exhibit 1.1 depicts the characteristics of individual veterans served in AJCs that may shape which services are provided, how they are delivered, and ultimately, the outcomes achieved. Specifically, the veteran population may differ across several important dimensions:

- **Military service**—component (e.g., Army), years of service, rank, military occupation, service-connected disability.
- **Civilian labor market experience**—years of civilian employment, earnings, past unemployment spells.
- **Demographic characteristics**—age, sex, race/ethnicity, education, health (including PTSD/Post-Traumatic Stress Disorder and physical and mental limitations).

1.1.3 Influences from the Local Environment

Below this main sequence of steps in the logic model, Exhibit 1.1 depicts the characteristics of the local economic environment that might influence how services are delivered and the resulting outcomes. Key dimensions include these:

- **VA Employment Supports.** The VA provides in-person and online supports to veterans seeking employment. Veterans with a service-connected disability rating of 10 percent or more have access to one-on-one support, career counseling, and training through the Vocational Rehabilitation and Employment (VR&E) program. The Veteran Employment Service Office (VESO) provides employment services and information at veteran outreach events and career fairs. The VA provides links to a range of online employment resources—including tools to help translate military experience to civilian jobs, interest profiles, networking resources, job fairs for veterans, federal and civilian job
listings, and find other sources for employment services (including links to AJCs). 10 Finally, the VA provides tuition assistance for education and training through the GI Bill.

- **Other Workforce Services.** AJCs provide some services directly, but to a great extent they serve as referral agencies. The effectiveness of the referrals depends on the availability and quality of (re)employment, education, and training services in the local environment—at community colleges, through the VA, from providers of employment services and job training, and other organizations.

- **Local Labor Market Conditions.** Labor markets are local, and the potential impact of various interventions (e.g., training for a specific occupation) will vary with the nature of demand (i.e., local employers) and supply (i.e., other workers). That labor demand can be general, or may specifically reflect an interest in hiring veterans—resulting from effort to urge employers to consider veterans (e.g., the HIRE Vets Medallion program)

Any evaluation should try to understand each of the steps of this logic model, as well as how outcomes are potentially influenced by veterans’ characteristics and the local environment.

### 1.2 Structure of this Document

The balance of this document proceeds as follows:

- Chapter 2 details the statutory requirements for research questions that the study must address.
- Chapter 3 provides background on veterans and their labor market experiences.
- Chapter 4 describes programs aimed at helping veterans in the labor market and what we know about the impact of those programs.
- Chapter 5 discusses extant data sources that could potentially be used in the study.
- Chapter 6 discusses the ability of extant data sources to address the research questions, and the possibility of a study-specific survey.
- Chapter 7 discusses strategies to match across those data sources, and previous efforts to do so.
- Chapter 8 discusses issues related to methods for describing the VETS programs, estimating their impact, and estimating their cost-benefit.
- Chapter 9 discusses broad considerations in designing and choosing between design options.
- Chapter 10 provides an early discussion of broad design options, considering feasibility, cost, and strength of analyses that could be supported.
- Chapter 11 discusses the major knowledge development needs identified in this paper and the relation of this document to the project’s *Evaluation Design Options Report*.
- Appendix A describes knowledge development activities.
- Appendix B provides copies of forms used by DoD to collect study-relevant data on separating service-members (DD Forms 2648 and 214).
- Appendix C provides detail on survey costs in support of the discussion in Chapters 9 and 10.

---

10 For example, see [https://www.vets.gov/employment/job-seekers/](https://www.vets.gov/employment/job-seekers/).
1.3 This Report and the Evaluation Design Options Report

This KDR provides background for the Evaluation Design Options Report (EDOR; Klerman, et al., 2018). The EDOR discusses possible approaches to addressing the implementation, descriptive, impact, and cost-benefit research questions, consistent with DOL’s solicitation and statutory requirements. The report explores a range of possible evaluation activities and designs whose results might improve DOL’s programs and thereby the lives of veterans. That report will describe the strengths and limitations of each option—including their cost, logistical feasibility, ability to produce strong evidence (internally valid, externally valid, precise, etc.), and ability to fulfill particular statutory requirements. Beyond describing individual options, the EDOR will discuss how different options might be combined in pursuit of a research agenda to meet DOL’s learning needs.
2. Study Design Objectives and Parameters

This chapter describes the background for understanding the knowledge and design options to be developed. That includes describing the specific research questions to be addressed. Section 2.1 starts by reviewing DOL’s solicitation (1605DC-17-R-00019, “Veterans’ Employment and Training Services (VETS) Research Study Design”) for this design project and the aims and research questions raised therein. That solicitation describes the objectives of the design project as being to:

“...develop evaluation design recommendations that will allow the Department, solely or in partnership with other Federal agencies, to implement an evaluation(s) to meet the requirements of H.R. 6416 (Sec 502) and add to the evidence base on veterans’ workforce development and employment assistance needs.”

The subsequent sections briefly describe the history of H.R. 6416(Section 2.2), provide the specific statutory language (Section 2.3), and discuss study parameters indicated in that language—including parameters which DOL may need to further define (Section 2.4).

2.1 DOL’s Solicitation

DOL’s solicitation begins by characterizing the purpose of the current project as being to: “develop a research study design that meets the legislative requirements of Section 502, Jeff Miller and Richard Blumenthal Veterans Health Care and Benefits Improvement Act of 2016.” However the document goes on to express an interest in more broadly building the “evidence base on veterans’ workforce development and employment assistance needs.”

The solicitation describes the specific research questions of interest as follows:

The contract must specifically focus on designing an evaluation study of the following veteran’s groups over a period of at least 5 years:

- Veterans who have received intensive services from an AJC;
- Veterans who did not receive intensive services but who otherwise received services from an AJC.; and
- Veterans who did not seek or receive services from an AJC.

Final research questions will be agreed upon under Task 2 in this contract. However, research questions to be answerable based on the proposed evaluation design shall include the following, at a minimum:

- What are the types and packages of services or policy approaches provided under American Job Center’s job counseling, training, and placement service for veterans?
- What key components or approaches are successful or contribute to the success of job counseling, training, and placement service for veterans?
- What are the costs of job counseling, training, and placement service for veterans? Do estimates of benefits of providing services or implementing policy outweigh the costs of those initiatives?
- What is the average number of months the studied veterans served on active duty?
- What are the disability ratings of the studied veterans?
- What are the types of unemployment benefits received by the studied veterans? If any?
2 STATUTORY REQUIREMENTS

- **What is the average number of months the studied veterans were employed during each of the five years under study?**
- **What is the average annual starting and ending salaries of the studied veterans who were employed during each of the five years under study?**
- **What is the average annual income of the studied veterans during each of the five years under study?**
- **What is the average total household income of the studied veterans during each of the five years under study?**

The requirement to develop options for DOL to consider for conducting a study covering three specific sets of veterans is drawn from the statute, as are a subset of the specific research questions presented. As noted in the solicitation, that set of questions were the “minimum” set, with the final set of questions to be established in the project’s work plan. Exhibit 2.1 lists that final set of research questions established in the work plan, under the guidance of CEO. It encompasses the full set of questions presented in H.R. 6416, along with further questions to build the evidence base.

The research questions are of four types:

i. Implementation
ii. Outcome/Descriptive
iii. Impact
iv. Cost-benefit

Exhibit 2.1 numbers the research questions. We use that numbering as a shorthand in what follows. The exhibit also categorizes questions by those types. The first two types are descriptive. Implementation questions examine the nature of programs. Outcome/descriptive questions examine the characteristics of program participants, their program participation, and their later outcomes—particularly regarding employment and earnings). Impact questions examine how receipt of AJC-provided services affect outcomes, and if that effect differs by the services received or the program model used to provide them. Cost benefit questions draw on impact findings, and examine how the total program costs correspond to the benefits produced (to participating veterans, the government, and society).

Questions from statute are denoted by “‡”. The statutory questions are predominantly descriptive, gathering information on:

- **Veterans’ characteristics**—time on active duty (RQ 4), disability rating (RQ 5), type of discharge (RQ 15), demographic information (RQ 19).
- **Utilization patterns**—educational assistance (RQ 16), veterans rehabilitation programs (RQ 17), contact with One-Stop Career Center as part of Transition GPS Program (RQ 18).
- **Outcomes**—receipt of Unemployment Insurance benefits (RQ 6), months employed (RQ 7), employment status (RQ 8), starting and ending salaries (RQ 9), average annual income (RQ 10), total household income (RQ 11), own principal residence (RQ 12).
- **Subjective perceptions**—veteran believes that the services helped in becoming employed (RQ 13), retain employment for one or more years (RQ 14(i)), and earn higher wage or salary (RQ 14(ii)).

---

<table>
<thead>
<tr>
<th>Research Question (RQ)</th>
<th>Type of Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQ 1. What are the types and packages of services or policy approaches provided under American Job Center’s job counseling, training, and placement service for veterans?</td>
<td>Implementation</td>
</tr>
<tr>
<td>RQ 2. What key components or approaches are successful or contribute to the success of job counseling, training, and placement service for veterans?</td>
<td>Impact</td>
</tr>
<tr>
<td>RQ 3. What are the costs of job counseling, training, and placement service for veterans? Do estimates of benefits of providing services or implementing policy outweigh the costs of those initiatives?</td>
<td>Cost-benefit</td>
</tr>
<tr>
<td>RQ 4. What was the average number of months the individual served on active duty?</td>
<td>Outcome/Descriptive</td>
</tr>
<tr>
<td>RQ 5. What are the disability ratings of the individual?</td>
<td>Outcome/Descriptive</td>
</tr>
<tr>
<td>RQ 6. Did the individual receive unemployment benefits? What type of unemployment benefits?</td>
<td>Outcome/Descriptive</td>
</tr>
<tr>
<td>RQ 7. What was the average number of months the individual was employed during the year covered by the report?</td>
<td>Outcome/Descriptive</td>
</tr>
<tr>
<td>RQ 8. What is the employment status of each individual? What is the average number of months the studied veterans were employed during each of the 5 years under study?</td>
<td>Outcome/Descriptive</td>
</tr>
<tr>
<td>RQ 9. What was the average annual starting and ending salaries of the individual during each of the 5 years under study?</td>
<td>Outcome/Descriptive</td>
</tr>
<tr>
<td>RQ 10. What was the average annual income of the individual during each of the 5 years under study?</td>
<td>Outcome/Descriptive</td>
</tr>
<tr>
<td>RQ 11. What was the average total household income of the individual during each of the 5 years under study?</td>
<td>Outcome/Descriptive</td>
</tr>
<tr>
<td>RQ 12. Did the individual own their principal residences?</td>
<td>Outcome/Descriptive</td>
</tr>
<tr>
<td>RQ 13. Does the individual believe that any service provided by a Disabled Veterans’ Outreach Program specialist or Local Veterans’ Employment Representative helped the individual to become employed?</td>
<td>Outcome/Descriptive</td>
</tr>
<tr>
<td>RQ 14. For those individuals who believe that such services helped the individual to become employed, (i) did the individual retain the position of employment for a period of 1 year or longer; and (ii) does the individual believe that such a service helped the individual to secure a higher wage or salary?</td>
<td>Outcome/Descriptive</td>
</tr>
<tr>
<td>RQ 15. Under what conditions was the individual discharged or released from the Armed Forces?</td>
<td>Outcome/Descriptive</td>
</tr>
<tr>
<td>RQ 16. Has the individual used any educational assistance to which the individual is entitled under this title?</td>
<td>Outcome/Descriptive</td>
</tr>
<tr>
<td>RQ 17. Has the individual participated in a rehabilitation program under chapter 31 of this title?</td>
<td>Outcome/Descriptive</td>
</tr>
<tr>
<td>RQ 18. Did this individual have contact with a One-Stop Career Center employee while attending a workshop or job fair under the Transition GPS Program of the Department of Defense?</td>
<td>Outcome/Descriptive</td>
</tr>
<tr>
<td>RQ 19. What are the demographic characteristics of this individual?</td>
<td>Outcome/Descriptive</td>
</tr>
</tbody>
</table>

As we discuss in detail in Section 6.1, many of these RQs can be addressed—at least in part—from administrative data.

The further questions to be addressed by this design options study, include implementation (RQ 1), impact (RQ 2), and cost-benefit (RQ 3) questions.\(^\text{12}\)

- **RQ 1** requires an *implementation analysis of policy and AJC service delivery approaches*. This RQ could be addressed by interviews with DOL national staff, and state and local staff involved in designing programs to be implemented in AJCs. It would probably be preferable to conduct an implementation study with site visits to local offices, surveys of AJCs, and analyses of service receipt data (see Section 8.1).

- **RQ 2** considers the *causal impact* on outcomes of receipt of services from the workforce system (including VETS programs). Addressing a causal impact RQ requires different methods than addressing descriptive RQs (see Sections 8.2 and 8.3).

- **RQ 3** considers the costs—overall and relative to benefits—of the services provided to veterans in AJCs. Addressing such *cost-benefit* RQs requires different methods and collection of data on costs (see Section 8.4).

Chapter 4 of this report describes what is known from implementation studies about services provided to veterans in AJCs and the impact of those programs. Chapter 8 provides a high-level overview of methods of implementation, impact, and cost-benefit analysis to answer. A number of options are available to answer RQ 1, RQ 2, and RQ 3. The project’s Evaluation Design Options Report explores those options—together with the virtues and limitations of each—in detail.

The statute contains language that raises particular challenges relevant to developing design options. The major challenge relate to obtaining the data required. The remainder to Chapter 2 defines those challenges by examining the history and language of the legislation.

### 2.2 Legislative History

The legislation that mandates the proposed study appears to have begun as HR 4150, Veterans Employment and Training Service Longitudinal Study Act of 2014 (introduced March 5, 2014).\(^\text{13}\) In hearings before the House Committee on Veterans’ Affairs, Subcommittee on Economic Opportunity on March 25, 2014, Rep. Paul Cook (R-CA-08), the sponsor of the legislation, motivated it as ensuring\(^\text{14}\)

> ... that veterans are receiving effective and successful employment training services. This bipartisan bill authorizes an independent organization to collect [and] analyze data on the effectiveness of the Department of Labor’s Veterans Employment and Training Service.

\(^{12}\) DOL’s solicitation also adds some additional detail on descriptive/outcome questions—asking about the types of unemployment compensation received (RQ6) and specifying that employment status of individuals in each year be measured in terms of months employed during that year (RQ8).

\(^{13}\) [https://www.congress.gov/bill/113th-congress/house-bill/4150?q=%7B%22search%22%3A%5B%22The+Veterans+Employment+and+Training+Service++Longitudinal+Study+Act%22%5D%7D&r=1](https://www.congress.gov/bill/113th-congress/house-bill/4150?q=%7B%22search%22%3A%5B%22The+Veterans+Employment+and+Training+Service++Longitudinal+Study+Act%22%5D%7D&r=1)

The study will focus on veterans who have received intensive services from two programs under VETS, ... the Disabled Veterans Outreach Program and the Local Veterans Employment Representatives, LVER. The study will track the employment status of veterans who receive these services, determine if the program contributed to their employment, monitor the employment retention rate, and determine if the services provided helped them increase their average earnings. A report on the findings will be presented to the Committee on Veterans Affairs in the House and Senate every year for the next 5 years.

Congress has a duty to provide our veterans with the best employment services possible. Simply authorizing these program[s] is not enough. We have to follow up and ensure that they are working as intended. An analysis of long-term outcomes is precisely the type of oversight Congress needs to determine the effectiveness of these programs and to ensure their success.

In those same hearings, then DOL Assistant Secretary for Veterans’ Employment and Training Keith Kelly stated (emphasis added):

Ultimately the department welcomes the opportunity to better understand the current impact of the services we provide for veterans so that we may continue to further enhance our programs and therefore improving veteran’ quality of life. We are ready to ensure that the legislation and the resulting study are well crafted. Thus we do look forward to working with the committee on clarifying the goals and objectives of that survey.

The Department of Labor sincerely appreciates the support of the committee and we strive to provide higher quality, better targeted services to our nation’s veterans.

Beyond the hearings just quoted, there does not appear to have been any action on HR 4150. The same legislation appears to have been reintroduced, again by Rep. Cook, as HR 832, on February 10, 2015. Additional hearings were held before the Economic Opportunity Subcommittee on June 2, 2015, on HR 832 and on HR 2275 (Jobs for Veterans Act of 2015), which would have moved VETS from DOL to the U.S. Department of Veterans Affairs (VA). Rep. Cook made a statement similar to the one he had made at the previous hearings. Steve Gonzalez of the American Legion expressed mixed opinions about the bill and the VETS programs:

The American Legion would support a longitudinal study of the job counseling, training, and employment placement services, JVSG services, only if the bill were altered to direct the Secretary of Veterans Affairs to contract for this study as opposed to the Secretary of Labor.

In 2012, a similar proposal was made to study the Department of Labor employment services. At this time, Chairman [Jeff] Miller has stated more study was not needed and, quote, “We have already study after study over the years that say the program does not work.” The American Legion agrees with the chairman’s assessment. A longitudinal assessment of the Department of Labor VETS performance can already be read in the

15 [https://www.congress.gov/bill/114th-congress/house-bill/832?q=%7B%22search%22%3A%5B%22The+Veterans+Employment+and+Training+Service++Longitudinal+Study%22%5D%7D&r=2]
16 [https://ia601904.us.archive.org/34/items/gov.gpo.fdsys.CHRG-114hhrg98640/CHRG-114hhrg98640.pdf]
Therefore, such a detailed study would be better implemented after JVSG and the [Homeless Veterans’ Reintegration Program] are moved to VA and set under the purview of the Secretary of Veterans Affairs. The American Legion supports this legislation.

Rick Weidman of the Vietnam Veterans of America made similar remarks, as did Christopher Neiweem of the Iraq and Afghanistan Veterans of America. In this session, the legislation passed the Subcommittee on Economic Opportunity, but appeared to have died in the full Veterans Affairs Committee.

Then the provision for the longitudinal study of veterans appears to have been incorporated unchanged into HR 6416, the Jeff Miller and Richard Blumenthal Veterans Health Care and Benefits Improvement Act of 2016.17 HR 6416 was introduced very late in the session (December 1, 2016) by Rep. Phil Roe (R-TN-1), rules were suspended, and the bill was passed unanimously by the House on December 6, 2016, after 40 minutes of debate. The bill was passed by the Senate without amendment by voice vote on December 10, 2016. It was signed into law on December 16, 2016.

### 2.3 Statutory Language

The final statutory language is as follows18:

**SEC. 502/Sec. 4115. LONGITUDINAL STUDY OF JOB COUNSELING, TRAINING, AND PLACEMENT SERVICE FOR VETERANS.**

(1) The Secretary shall enter into a contract with a non-government entity to conduct a longitudinal study of a statistically valid sample of each of the groups of individuals described in paragraph (2). The contract shall provide for the study of each such group over a period of at least 5 years.

(2) The groups of individuals described in this paragraph are the following:

   (A) Veterans who have received intensive services.
   
   (B) Veterans who did not receive intensive services but who otherwise received services under this chapter.
   
   (C) Veterans who did not seek or receive services under this chapter.

(3) The study required by this subsection shall include the collection of the following information for each individual who participates in the study:

   (A) The average number of months such individual served on active duty.
   
   (B) The disability ratings of such individual.
   
   (C) Any unemployment benefits received by such individual.
   
   (D) The average number of months such individual was employed during the year covered by the report.
   
   (E) The average annual starting and ending salaries of any such individual who was employed during the year covered by the report.

---

17 https://www.congress.gov/bill/114th-congress/house-bill/6416?q=%7B%22search%22%3A%5B%22Jeff+Miller+and+Richard+Blumenthal+Veterans+Health+Care+and+Benefits+Improvement+Act+of+2016%22%5D%7D&r=1

(F) The average annual income of such individual.

(G) The average total household income of such individual for the year covered by the report.

(H) The percentage of such individuals who own their principal residences.

(I) The employment status of such individual.

(J) In the case of such an individual who received services under this chapter, whether the individual believes that any service provided by a Disabled Veterans’ Outreach Program specialist or Local Veterans’ Employment Representative helped the individual to become employed.

(K) In the case of such an individual who believes such a service helped the individual to become employed, whether—

(i) the individual retained the position of employment for a period of 1 year or longer; and

(ii) the individual believes such a service helped the individual to secure a higher wage or salary.

(L) The conditions under which such individual was discharged or released from the Armed Forces.

(M) Whether such individual has used any educational assistance to which the individual is entitled under this title.

(N) Whether such individual has participated in a rehabilitation program under chapter 31 of this title.

(O) Whether such individual had contact with a One-Stop Career Center employee while attending a workshop or job fair under the Transition GPS Program 19 of the Department of Defense.

(P) Demographic information about such individual.

(Q) Such other information as the Secretary determines appropriate.

(b) Annual Report—By not later than July 1 of each year covered by the study required under subsection (a), the Secretary shall submit to the Committee on Veterans’ Affairs of the Senate and the Committee on Veterans’ Affairs of the House of Representatives a report on the outcomes of the study during the preceding year.

2.4 Parameters for Study Design Raised by the Statutory Language

This statutory language presents several requirements for study design that warrant discussion. Some of the parameters described will need to be more fully defined by DOL.

1. The statute requires a “study of a statistically valid sample of each of the groups of individuals.” A “statistically valid sample” is one that is representative of some underlying population of interest. A study with data for all veterans (see point 3 below for a discussion of defining “veterans”) would clearly be a “statistically valid sample.” Standard survey methods—perhaps selecting states and then selecting veterans in those states—are not as robust. Samples would be smaller. In addition, operational issues—incomplete sampling frame, differential non-response—imply imperfect statistical validity. Statistical methods—for example, weighting—partially control for these  

---

19 Formerly the Transition Assistance Program (TAP).
operational issues and for most purposes those methods are considered sufficient to assure a “statistically valid sample”, or at least as close to a statistically valid sample as is feasible with existing methods. Often, a national sample is not feasible; instead, analyses use some convenience sample—for example applying standard survey methods to data for some purposively selected or volunteering states. Sometimes, in net, such a convenience sample of states is the best available option. For example, this approach is often used in selecting sites for random assignment evaluation.

As is discussed at the start of Chapter 5, when available, administrative data are usually preferable to survey data. Relative to survey data, administrative data not only have broader coverage but also are typically less expensive, provide information on more time points, are less subject to response bias, and are not subject to selective non-response (in particular, because some sample members could not be located or refused to respond).

However, as is discussed at the end of Chapter 5, administrative data do have shortcomings. From a content perspective, they often do not include information on all of the concepts of interest. From a process perspective, because of a combination of statutory and non-statutory considerations, it has become increasingly difficult, and sometimes impossible, to get access to administrative data.

2. The statute requires the study is to be “longitudinal … over a period of at least 5 years.” Many designs could satisfy this requirement. One approach would be a longitudinal survey; that is, an attempt to repeatedly interview—perhaps annually—the same sample of veterans. Administrative data from multiple periods of time—for example, quarterly—is another potential source of data to satisfy this requirement. A final option is some combination of administrative data and survey data; for example, a survey at the beginning of the 5-year window, with administrative data for the intervening periods.

3. The statute does not define veterans. The VETS internal definition provides a useful starting point for discussion: Those discharged on conditions other than dishonorable from (1) the active components (Army, Navy, Air Force, Marines, Coast Guard) or (2) the Reserve Components (National Guard and Reserve) who had been deployed on active duty for more than 180 consecutive days. Legislation in 2016 allowed former Reserve Component members who served 20 years or longer to be considered veterans, irrespective of past active duty deployment. Although JVSG services are available to “eligible spouses” of veterans, the statute does not list spouses as of interest in the study. This design project will consult with DOL about its preferred definition.

4. The statute calls out three groups of veterans for separate consideration:
   - those receiving intensive services;
   - those using only non-intensive services; and
   - those receiving no services.

But it does not define intensive. Under Veterans Program Letter (VPL) 07-10, VETS specified that DVOPs were to focus on providing intensive services and that JVSG was aligning its definition of intensive services with the Workforce Investment Act (WIA) definition (DOL, 2010). WIA’s intensive services are a set of staff-provided services made available to those individuals who need

---

20 Note that the survey non-response challenges described become more severe with subsequent follow-up waves.

help beyond the universally available basic services in order to obtain or retain employment. WIOA changed the label “intensive services” to “individualized career services,” but retained the same basic definition (DOL, 2015). (See Exhibit 2.1 for a description of those services and how they differ from “core services,” also known as “basic career services”).

Under JVSG, DVOPs are to limit provision of intensive services to “eligible veterans and eligible spouses who” have an SBE (DOL, 2014c). Those barriers are being a disabled or special disabled veteran, homeless, a recently separated service member who has been unemployed for more than 27 consecutive weeks in the past year, or a recently released ex-offender; lacking a high school diploma or equivalent; or meeting WIOA’s standard for being low income. Other AJC staff (principally WIOA-funded staff), are to provide intensive services (aka individualized career services) to individuals (and only those individuals) for whom they determine such services are “appropriate … to obtain or retain employment” (DOL, 2015). Having an SBE is not an eligibility requirement to receive WIOA intensive services, and individuals served may be veterans or non-veterans.

The composition of the study groups depends on how intensive services are defined, and there are thus at least two possible definitions of intensive: The first would limit “intensive services” to those provided by VETS programs. The second also would include the WIOA equivalent of WIA’s “intensive services.” Rep. Cook’s statement (quoted in Section 2.1) seems to imply the first definition. DOL’s solicitation for this design options study refers more broadly to veterans who “have received intensive services from an AJC”—implicitly covering both veterans-specific (JVSG) and broader workforce programs.

Studying only JVSG programs would substantially reduce the number of veterans in the first two study groups above, and particularly the second, since few veterans served by JVSG receive only non-intensive services (see Section 4.6). That limitation could make the task of obtaining needed administrative data easier. It would also greatly increase the cost of fielding a survey in the absence of an existing list of veterans who have received services (see Chapter 9).

Note also that studying only JVSG programs would substantially change the population of interest. By design, JVSG only services veterans with Substantial Barriers to Employment (SBE). Focusing on JVSG programs would relegate veterans without SBE to the “no workforce services” group—even if they had received nonveteran-specific workforce services.

5. These three groups of veterans are not dynamically stable. In particular, those in the intensive services group in the first year are unlikely to be in that group in later years. For now, this project is proceeding on the assumption that these three groups are defined based on their use of the workforce system in year 1 and then followed through later years—often with other use of the workforce system. The alternative would be to select a new sample each year based on their use of the workforce system in that year.\(^{22}\)

---

\(^{22}\) To understand the issues, note that a true panel survey (i.e., selecting a sample and following them over time) would answer research questions of the form, “What are both the immediate and longer-term outcomes of (or impacts on) veterans who participate?” By contrast, a repeated cross-section survey (i.e., selecting a new sample each period) would answer research questions of the form, “How are characteristics and immediate outcomes of (or impacts on) participants changing over time?”
6. **There is an explicit statutory requirement to provide separate analyses of these three identified groups of veterans:** (i) those using intensive services, (ii) those using only non-intensive services, and (iii) those using no services (e.g., see Section 8.4). As discussed in Chapter 6, the requirement of measuring characteristics and outcomes for these three separate groups raises a challenge in finding group members that drives the design process and resulting data collection options. The magnitude of the challenge is determined by the size of the rarest group, which, assuming that “intensive services” is defined to cover services provided from both JVSG and non-veterans specific programs in an AJC, is veterans using intensive workforce services. To get a sense of the challenge, note that veterans make up about 9 percent of all adults, and those receiving intensive services via DOL’s AJC system appears to make up 1 percent all veterans. As discussed in greater detail in Section 9.3, if the study does not have access to an extant list of veterans who have received intensive services, a very large effort would be required simply to find sufficient numbers of sample members in each of the three groups. Based on these estimates, suppose that the study aimed to obtain a research sample of 4,000 veterans who are using intensive services:

- Starting with a list of all adults and assume a 60 percent response rate, a random digit dialing (RDD) or address-based sampling (ABS) study would need to contact nearly 6.7 million of them in order to yield the target sample of 4,000 veterans who are using intensive services.25,26

- Starting with a list of all veterans, the study would need to contact about 668,000 of them. This would be among the largest surveys conducted in the United States in any year—and quite expensive. Furthermore, this design would require a list of veterans plus identifiers (e.g., name, gender, date of birth, last known address, names of close relatives)—and permission to contact the veterans using that information.27

- If we start with a list of veterans matched to a list of those receiving VETS and WIOA program services, then the study could pre-select samples of veterans in each of the three groups of interest. Clearly, the list of those receiving services—and what services they received—identifies the third group. Matching to a list of all veterans, any veteran not in the first two groups is in the third group. Given a list of veterans and their group membership, a study could specify the sample in each group. A sample of 2,000 veterans in each group would allow relatively precise statistics and some analysis of subgroups. Such a study with 2,000 veterans in each of three groups would need to complete a total of 6,000 surveys. This would be a moderate-sized survey. (We will see that without both lists—veterans and veterans using workforce services—

---

23 If the definition were limited to services provided through JVSG, then the non-intensive services only group would be the smallest.

24 For detailed estimates of counts of veterans receiving services, see Exhibit 4.3. For detail on the prevalence of veterans from each study group in the population, see Exhibit 9.1.

25 As we discuss in Section 6.1, Address-Based Sampling (ABS) is likely to be a more cost-effective approach than is Random Digit Dialing (RDD). But even ABS is likely cost prohibitive in this scenario.

26 See Section 9.3 for detail on how the 6.7 million count was derived.

27 The U.S. Department of Defense (DoD) has those data. This study will explore conditions under which DoD would provide that list for this study.

28 Furthermore, note that with administrative data on service receipt, some analyses could be done on all veterans using administrative data, and those analyses would be sufficient to substantially (but not completely) satisfy
the required sample sizes are much larger. This is because surveys must be “wasted” finding both veterans and veterans who used workforce services.) As we discuss in detail in Section 5.2.2, such a list of veterans receiving services, with contact information and identifiers, exist at the state level, but not at the national level. Chapter 6 considers several strategies to address this key limitation.

These three scenarios give a sense of the issues. Chapter 10 considers these strategies in more detail, as well as several other strategies.

7. **The statute implies that the study is focused only on veterans who are in the workforce.** About half of all veterans are near or past retirement age and no longer in the workforce—i.e., neither employed, nor actively seeking work (see Section 3.1). Those individuals are also unlikely to return to the workforce. Because those individuals are not candidates for workforce services, in most of our discussions we assume that they are not a focus of this study. More narrowly, it may be argued that only job-seekers are relevant, because individuals who are not looking for jobs are not candidates for workforce services. Defining the universe of relevant veterans to include only job-seekers would further influence potential design options.

---

the statutory requirement. (We return to this issue in Section 6.1) However, note also that this design would require administrative data on veterans and on receipt of VETS and WIOA program services, probably with identifiers.
3. Veterans’ Characteristics and Labor Market Experiences

The design of the study previewed above needs to build on a solid understanding of veterans’ characteristics and their overall labor market experiences, including their use of the public workforce system. This chapter provides that foundation. We begin with a description of veterans’ demographic characteristics that are relevant to their labor market opportunities and outcomes (Section 3.1). These characteristics are also pertinent for some of the design options discussed in later chapters.

The chapter then reviews the literature on their labor market experiences and the causal effect of military services on those experiences (Section 3.2)—in particular, unemployment (Section 3.2.1) and earnings (Section 3.2.2). In addition to summarizing the substantive results, the discussion provides preliminary insight into the strengths and limitations of various data sources and analytic methods. We return to extant data sources in Chapter 5 and to methods in Chapter 8.

3.1 Demographic Characteristics of Veterans

The U.S. Department of Defense is the nation’s largest employer. There are roughly 1.3 million uniformed service members—Army, Navy, Air Force, Marines—on active duty. Every year about 145,000 people join the (active duty) military and a similar number leave (CNA, 2016).

Almost everyone who serves in the active duty military will at some point leave to enter the civilian labor market. Focusing on active duty enlisted members (i.e., excluding reservists and officers)29, slightly fewer than 50 percent will leave within 4 years, some 75 percent will leave within 8 years, only about 10 percent will make it to military retirement at 20 years, and only 5 percent will stay beyond 20 years.30

The VA and the Census Bureau track veteran demographics through the Current Population Survey (CPS) and the American Community Survey (ACS). The VA estimates that there are about 20 million veterans; Exhibit 3.1 presents their distribution by age.31 Given that the draft ended in 1973, and assuming entry into the military at age 19, the last draftee would be age 63. Thus, almost every veteran in the prime workforce years (ages 18 to 59) volunteered for military service. The oldest cohorts are overwhelmingly draftees. Many of them served in the Vietnam War, the Korean War, and—though decreasingly—World War Two.

The large number of draft-era veterans has important implications for a study of workforce services for veterans. On average, veterans are much older than the general adult population, with nearly half being age 65 or above. Because labor force participation declines rapidly after age 60, a study of veterans in the workforce is a study of a much smaller and much younger population (see Exhibit 3.1 and Exhibit 3.2).

As a result, even though nearly half of all veterans are age 65 and older, less than a fifth of veterans in the labor force are in that age range.32 Furthermore, though there are more than 20 million veterans, there are

29 Officers, who make up about 16 percent of the active duty forces, serve longer on average.
30 Computed from CNA (2016), Table D.32, “Total DoD, All Active Forces.”
31 https://www.va.gov/vetdata/docs/Demographics/New_Vetpop_Model/1L_VetPop2016_National.xlsx
32 Considering all workers (not only veterans): For individuals born between 1943 and 1953, the full retirement age is 66. Around this age, actual male labor force participation rates are dropping rapidly with age: 77.4 percent for 55- to 59-year-olds; 69.8 percent for 60- to 61-year-olds; 56.1 percent for 62- to 64-year-olds; 36.9...
only slightly more than 10 million veterans in the labor force. Very roughly, 10 percent of households have a veteran, but only 5 percent of households have a veteran in the workforce. This difference affects cost assumptions and decisions regarding strategies to identify study samples (see Section 10.2).

Exhibit 3.1. Age Distribution of Veterans, Overall and among the Labor Force (2016)

![Age Distribution of Veterans](image)

Note that percentages may not sum 100% due to rounding.

Exhibit 3.2. Labor Force Participation Rate of Veterans, by Age (2016)

![Labor Force Participation Rate](image)

Source: Bureau of Labor Statistics (2017a); based on pooled monthly 2016 CPS surveys.
Note: CPS surveys only non-institutional populations, so these tabulations exclude those in the military on active duty.

**Race/Ethnicity.** The race/ethnicity composition of veterans varies widely by cohort as a whole, veterans are overwhelmingly White and non-Hispanic (78 percent). Another 11 percent Black and 7 percent are Hispanic. However, these patterns vary by notably generation of veteran, with more recent cohorts having percent for 65- to 69-year-olds; 23.86 percent for 70- to 74-year-olds; and 15.3 percent for 75- to 79-year-olds (figures are for 2016; BLS, 2017b).
higher percentages of veterans from race/ethnic minority groups. For example, an overwhelming 91 percent of World War II era veterans are white—the percentages are 83 percent for Vietnam era veterans and 66 percent for Post-911 veterans. By contrast, the corresponding percent of veterans who are black across those same three cohorts are 4 percent, 9 percent, and 15 percent. Hispanics veterans’ prevalence rates rise from 2 percent in the World War II cohort, to 5 percent and 12 percent in the Vietnam and Post-911 cohorts, respectively.

Veterans are not equally distributed across states (see Exhibit 3.3). Although California, Florida, and Texas have the largest veteran populations, they do not necessarily have high concentrations of veterans per capita. Alaska, Maine, Montana, Virginia, and Wyoming have the largest per capita concentrations (National Center for Veterans Analysis and Statistics, 2017).

Exhibit 3.3. Distribution of Veterans by State (2015)

<table>
<thead>
<tr>
<th>State</th>
<th>State Residents (in ,000s)</th>
<th>Veterans (in ,000s)</th>
<th>State Residents as % of Nation</th>
<th>Veterans as % of Nation</th>
<th>Veterans as % of State</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alabama</td>
<td>3,301</td>
<td>401</td>
<td>1.48%</td>
<td>1.92%</td>
<td>12.15%</td>
</tr>
<tr>
<td>Alaska</td>
<td>455</td>
<td>72</td>
<td>0.20%</td>
<td>0.34%</td>
<td>15.82%</td>
</tr>
<tr>
<td>Arizona</td>
<td>4,655</td>
<td>511</td>
<td>2.06%</td>
<td>2.45%</td>
<td>10.98%</td>
</tr>
<tr>
<td>Arkansas</td>
<td>1,998</td>
<td>235</td>
<td>0.89%</td>
<td>1.12%</td>
<td>11.76%</td>
</tr>
<tr>
<td>California</td>
<td>27,874</td>
<td>1,839</td>
<td>12.46%</td>
<td>8.80%</td>
<td>6.60%</td>
</tr>
<tr>
<td>Colorado</td>
<td>3,813</td>
<td>390</td>
<td>1.70%</td>
<td>1.87%</td>
<td>10.23%</td>
</tr>
<tr>
<td>Connecticut</td>
<td>2,548</td>
<td>204</td>
<td>1.14%</td>
<td>0.98%</td>
<td>8.01%</td>
</tr>
<tr>
<td>Delaware</td>
<td>660</td>
<td>75</td>
<td>0.30%</td>
<td>0.36%</td>
<td>11.36%</td>
</tr>
<tr>
<td>District of Columbia</td>
<td>518</td>
<td>32</td>
<td>0.23%</td>
<td>0.15%</td>
<td>6.18%</td>
</tr>
<tr>
<td>Florida</td>
<td>14,427</td>
<td>1,652</td>
<td>6.45%</td>
<td>7.91%</td>
<td>11.45%</td>
</tr>
<tr>
<td>Georgia</td>
<td>6,910</td>
<td>723</td>
<td>3.09%</td>
<td>3.46%</td>
<td>10.46%</td>
</tr>
<tr>
<td>Hawaii</td>
<td>960</td>
<td>110</td>
<td>0.43%</td>
<td>0.53%</td>
<td>11.46%</td>
</tr>
<tr>
<td>Idaho</td>
<td>1,099</td>
<td>120</td>
<td>0.49%</td>
<td>0.57%</td>
<td>10.92%</td>
</tr>
<tr>
<td>Illinois</td>
<td>9,007</td>
<td>665</td>
<td>4.03%</td>
<td>3.18%</td>
<td>7.38%</td>
</tr>
<tr>
<td>Indiana</td>
<td>4,521</td>
<td>467</td>
<td>2.02%</td>
<td>2.23%</td>
<td>10.33%</td>
</tr>
<tr>
<td>Iowa</td>
<td>2,148</td>
<td>228</td>
<td>0.96%</td>
<td>1.09%</td>
<td>10.61%</td>
</tr>
<tr>
<td>Kansas</td>
<td>1,994</td>
<td>175</td>
<td>0.89%</td>
<td>0.84%</td>
<td>8.78%</td>
</tr>
<tr>
<td>Kentucky</td>
<td>3,056</td>
<td>278</td>
<td>1.37%</td>
<td>1.33%</td>
<td>9.10%</td>
</tr>
<tr>
<td>Louisiana</td>
<td>3,152</td>
<td>321</td>
<td>1.41%</td>
<td>1.54%</td>
<td>10.18%</td>
</tr>
<tr>
<td>Maine</td>
<td>939</td>
<td>127</td>
<td>0.42%</td>
<td>0.61%</td>
<td>13.53%</td>
</tr>
<tr>
<td>Maryland</td>
<td>4,134</td>
<td>457</td>
<td>1.85%</td>
<td>2.19%</td>
<td>11.05%</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>4,985</td>
<td>372</td>
<td>2.23%</td>
<td>1.78%</td>
<td>7.46%</td>
</tr>
<tr>
<td>Michigan</td>
<td>7,069</td>
<td>558</td>
<td>3.16%</td>
<td>2.67%</td>
<td>7.89%</td>
</tr>
<tr>
<td>Minnesota</td>
<td>3,789</td>
<td>351</td>
<td>1.69%</td>
<td>1.68%</td>
<td>9.26%</td>
</tr>
<tr>
<td>Mississippi</td>
<td>1,991</td>
<td>207</td>
<td>0.89%</td>
<td>0.99%</td>
<td>10.40%</td>
</tr>
<tr>
<td>Missouri</td>
<td>4,150</td>
<td>455</td>
<td>1.86%</td>
<td>2.18%</td>
<td>10.96%</td>
</tr>
<tr>
<td>Montana</td>
<td>694</td>
<td>105</td>
<td>0.31%</td>
<td>0.50%</td>
<td>15.13%</td>
</tr>
</tbody>
</table>
### 3.2 Labor Market Experiences of Veterans

A key aim of this study is to examine the labor market experiences of veterans particularly in the context of their use of the public workforce system administered through the Department of Labor. To provide a contextual backdrop, we begin in Section 3.2.1 with a discussion of veterans’ unemployment rates, followed in Section 3.2.2 with a review of their earnings profile.
3.2.1 Veterans’ Unemployment


Exhibit 3.4 presents unemployment rates for veterans and non-veterans for 2016, both overall and by age group. Unemployment rates overall are slightly lower for veterans than for non-veterans (4.3 percent vs. 4.7 percent), but differences vary notably across age groups. Among individuals in ages 25 to 34 range, unemployment rates are moderately higher for veterans (6.3 percent vs. 5.0 percent). Among older cohorts, the gap reverses or shrinks.

Exhibit 3.4. Unemployment Rates by Age and Veteran Status (2016)

![Graph showing unemployment rates by age and veteran status](image)


In some earlier years, that veteran/non-veteran gap in unemployment rate has been much larger, generating some policy concern over the comparatively poor labor market outcomes of younger veterans (see Savych, Klerman, & Loughran, 2008, especially footnote 2; Loughran, 2014, especially Chapter 2). However, there are several reasons that the gaps (and changes in gaps) observed in the data do not provide a fully accurate picture of how veteran status affects the labor force prospects of younger veterans.33 Some are data artifacts and others are other differences between veterans and non-veterans.

- **The annual CPS samples of veterans in general and of young veterans in particular are small.** As a result, the CPS-based estimates have considerable sampling variability. They jump from year to year and do not align well with the later-released but larger-sample ACS results. (See Congressional Budget Office [2017] and Loughran [2016] for similar arguments.)

33 The discussion here draws on Savych et al. (2008), Heaton and Krull (2012), Loughran (2014), and Congressional Budget Office (2017).
• **The unemployment rate is a poor measure of labor market success.** What matters to individuals is not just whether they are employed but also whether they are able to meet their economic needs. As such, earnings are generally considered a stronger indicator and remain the more conventional measure. See Section 3.2.2 for earnings comparisons.

• **Younger veterans have only recently exited from the military.** Entry into the civilian labor market is challenging for both veterans and non-veterans (Topel & Ward, 1992; Klerman & Karoly, 1994; Neumark, 2002). That civilian labor market entry occurs later for veterans than for non-veterans. That is, for many veterans, (re)entry occurs well after exit from the military—once they go to and exit school, as paid for by the GI Bill (Black, Hasan, Krishnamurty, & Lane, 2008). Consistent with this interpretation, using panel data from the National Longitudinal Survey of Youth 1997 (NLSY79), Black et al. (2008) find high rates of unemployment immediately after leaving the military, which rapidly decline thereafter.34

• **Veterans are different from non-veterans.** The military only rarely accepts those applicants with the weakest backgrounds (i.e., those who did not graduate high school and those with low test scores). This perspective suggests that we should expect veterans—in the intermediate term—to do better than non-veterans in the labor market (Angrist, 1990, 1998; Loughran, Martorell, Miler, & Klerman, 2011; Loughran, 2014). Conversely, those applicants with the highest test scores often go directly to college rather than into the military. Enlistment rates among college graduates—mostly as officers—are much lower than among those with lower educational attainment. This perspective suggests that we should expect veterans to achieve less favorable outcomes than non-veterans. If we are looking for a true measure of the causal impact of military service, we would need more sophisticated methods; for example, starting by aligning on test scores and educational attainment. (See Congressional Budget Office [2017] for a similar critique and a start at aligning the two populations.) Consistent with this critique, Loughran (2014) compares “like to like”—that is, veterans to non-veterans who are male, citizens, with a high school diploma or GED—which eliminates most of the veteran/non-veteran gap.

• The Transition Assistance Program that helps veterans with the transition to the civilian labor market has been substantially revamped, as is discussed in Section 4.2. However, these statistics still include many veterans who exited the military under the old—or no—TAP design. This may have changed how successfully veterans transition to the civilian labor market. Indeed, the Congressional Budget Office (2017) notes that even among the youngest veterans, for whom there were large veteran/non-veteran gaps in the employment rate in 2008 and 2009, the gaps have shrunk considerably, almost disappearing.

### 3.2.2 Veterans’ Earnings

There is a large literature on the causal impact of military service on earnings; that is, earnings for veterans relative to non-veterans, aligning the individuals on all pre-service characteristics (i.e., holding all else equal). Overall, that literature appears to show that veterans earn substantially more while in the service, and about the same once they leave. More recent studies provide some evidence that veterans begin to earn more than non-veterans, but not until many years (a decade or more) after leaving the military.

---

34 Loughran (2014) found similar declines using analysis of matched CPS data.
The discussion here focuses on the effects of voluntary military service. In reviewing the literature, we give careful consideration to the methods used to estimate causal impact. Learner (1983) strongly critiqued the current econometric methods—involving controlling for a small number of easily observed characteristics—for addressing such questions. Partially in response, over the last quarter century or so, approaches to addressing such causal (holding all else equal) questions have shifted radically. Generically, those changes in acceptable methods are known as the “credibility revolution” (Angrist & Pischke, 2010; see also Angrist & Krueger, 1999). Analyses of the causal effect of military service on earnings have been leading worked examples in those developments in methods for estimating causal impact.

Pre-credibility revolution analyses (in spirit, if not chronologically) use regression or matching to “control” for easily observable factors (e.g., gender, race/ethnicity, age, education). Post-credibility analyses accept that such easily observable factors are not sufficient to “hold all else equal.” Instead, some more deliberate methods are needed. Sometimes these methods involve choosing a particularly appropriate comparison group; sometimes the more deliberate methods involve choosing a data set with particularly rich individual characteristics; still other times they entail exploiting a natural experiment—some change in policy (Meyer, 1995; Rosenzweig & Wolpin, 2000; Angrist & Krueger, 2001; Dunning, 2012). Particularly thorough studies have involved combinations of these strategies. These studies arguably get closer to estimated causal impact.

In studies of the effect of voluntary service on earnings, pre-credibility revolution analyses use regression on easily observable characteristics (e.g., Philips, Andrisani, Daymont, & Gilroy, 1992; Mangum & Ball, 1989; Bryant, Samaranayake, & Wilhite, 1993). Perhaps surprisingly given that military service was a

35 We are now nearly a half century since the end of draft. Almost all drafted veterans have already left the military or will do so soon. Furthermore, there is strong reason to expect that the effect of military service should vary when service is involuntary (i.e., under a draft; in the United States, enlistments pre early-1973) versus when service is voluntary (in the United States, post early-1973). The economic theory of revealed preference (Samuelson, 1938, 1948) implies that individuals who voluntarily join the military must have perceived that it was better to do so than the alternative. In contrast, under a draft, many people who perceive that not enlisting was better would nevertheless be forced to serve. Differential earnings are not the only reason to serve or not serve, but the revealed preference argument implies that we would expect the effect of military service on earnings to differ sharply across the draft/all-volunteer force.

36 Key pre-credibility revolution analyses of the effect of military service in the presence of a draft include Vilemez and Kasarda (1976), Martindale and Poston (1979), Little and Fredland (1979), Fredland and Little (1980), Card (1983), Rosen and Taubman (1982), Teachman and Call (1996), Berger and Hirsch (1983, 1985), Schwartz (1986), Goldberg and Warner (1987), Xie (1992), Philips et al. (1992), Sampson and Laub (1996), Hirsch and Mehay (2003), and Teachman (2004). (Some of these papers are chronologically after the credibility revolution, but use pre-credibility revolution methods. See Brown and Routon (2016, especially Table 2) for more discussion of these papers.) These papers use regression on easily observed characteristics and usually conclude that being drafted for WWII raised lifetime earnings, whereas being drafted for Vietnam lowered lifetime earnings. There is also consistent evidence that the effect of military service on lifetime earnings is more positive for individuals from minority groups (in this period, mostly Blacks).

The credibility revolution critique suggests that such regression methods are unlikely to estimate true causal impact. In particular, those not drafted for WWII were likely to have characteristics associated with challenges in working (e.g., disabilities), such that we would expect them to have lower earnings even if they had been drafted. In contrast, exemptions from the Vietnam draft (e.g., for college attendance) might have implied that the more able were less likely to be drafted and thus would have had higher earnings even if they had been drafted.
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choice, these papers also show that—at least for Whites—military service lowers lifetime earnings. The credibility revolution critique suggests that such regression methods are unlikely to estimate causal impact.

In a foundational paper for the broader post-credibility revolution literature (broader in not merely on the effect of military service on earnings), Angrist (1998) presents two analyses of the effect of voluntary military service on earnings. The first analysis in the paper exploits the natural experiment induced by an error in norming the Armed Forces Qualification Test (AFQT). The other uses a comparison group drawn from applicants for military service and the rich information on individual characteristics in their applications—including results of the AFQT and the physical. Angrist argues that the individual characteristics are very rich—including nearly all that the military sees when it makes the decision to offer enlistment. Given the richness of the individual characteristics, Angrist argues that comparison of those who enlist to those who do not—controlling for the observed individual characteristics—is sufficient to estimate causal impact. Given that strong assumption, he finds that for Whites, earnings are higher while in the military, but moderately lower thereafter. For Blacks, earnings are higher both during time in the military and after return to civilian life.

Two RAND studies follow and update Angrist’s basic approach—comparing veterans to applicants, controlling for the rich set of characteristics in their applications for military service, as well as their history of pre-application earnings (Loughran et al., 2011; Martorell, Miller, Daugherty, & Borgschulte, 2013). Of them, Loughran and colleagues (2011) extend Angrist’s approach to later cohorts (enlistments

37 Angrist is also the key author of post-credibility revolution papers on the effects of military service in the draft era. In a series of papers, he exploits the natural experiment provided by the draft lottery to estimate post-credibility revolution estimates of military service. Key papers include Angrist and Krueger (1994) on WWII veterans and Angrist (1990) and Angrist, Chen, and Song (2011) for a longer term follow-up. See also Angrist (1991) and Angrist and Chen (2011) for related studies.

38 On the AFQT misnorming, see Laurence (1989). In brief, there was an error in how AFQT scores were equated to percentiles of the aptitude distribution. The net effect of the error was to bring into the military a large number of people who—in the absence of the error—would have been ineligible to enlist.

39 There continue to be papers analyzing the causal impact of military service using weak controls. Such papers include Teachman and Tedrow (2007; using NLSY79 data, fixed effects regression, but only basic demographics and AFQT score); Brown and Routon (2016; using NLSY79 and NLSY97 data, linear, quantile, and fixed effects regression, but controlling only for basic demographics and AFQT score); Routon (2014; using NLSY97 data and regression, propensity score matching, and sibling fixed effects); Philips et al. (1992; using Heckman sample selection correction methods); and Bryant et al. (1993; using Heckman sample selection methods). Such studies do not meet the standards of the credibility revolution. We do not discuss them further.

Note that the NLSY79 is a panel of a cohort of individuals aged 14-22 in 1979. It captures individuals who served in the military relatively early in the all-volunteer force era. It mostly captures those on active duty in the 1980s to mid-1990s and most often entering the civilian labor market by the mid-to-late 1990s. The civilian labor market has evolved over the subsequent two decades as have military enlistment standards—and thus the “quality” of veterans relative to non-veterans.

Finally, we make three methods notes:

• Fixed effects sometimes satisfy the credibility revolution critique (Allison 1994). This is because they use each individual as his/her own control, and thus control for all time-invariant characteristics. However, this will only be true when the pre-intervention outcomes are a good reflection of what post-intervention outcomes would be in the absence of the intervention. For military enlistment, it does not seem plausible
1989-2003), longer follow-up of all cohorts (earnings 1994-2007), and a conceptualization of military pay that includes military allowances and bonuses. They estimate overall positive effects on earnings at all durations since enlistment, with the percentage impact being largest shortly after enlistment (when most individuals are still in the military), for minorities (Blacks and Hispanics relative to Whites), and for those with the lowest AFQT scores. The authors note that the decline in earnings in the intermediate term appears to be due partially to college attendance among veterans using their GI Bill benefits—which initially decreases earnings. The earnings impact rises as veterans leave college for full-time civilian employment.

Finally, the authors interpret the available evidence as implying that much of the increased earnings are due to individuals still in the military; impacts on civilian earnings appear to be much smaller, though probably still positive. Follow-on analyses in Martorell et al. (2013) provide additional support for the conjecture that positive returns are primarily due to those individuals still in the military; civilian earnings are similar between veterans and non-veterans. Returns are very large while in the military—40 percent or more. For those who complete their first enlistment, returns are nearly uniformly positive. Returns dip sharply on exit from the military, and then rise slowly but steadily with time since exit from the military. Even after leaving military service, returns appear to be larger for those who served longer. Sixteen (16) years after enlistment (the longest follow-up reported), returns are about 20 percent for those who served 4 years, and about 30 percent for those who served 8 or more years. Finally, returns are increasing faster for those who served longer, suggesting that the returns to longer service will continue to grow at later follow-up.

that pre-enlistment earnings—often part-time, often while in school, rarely “career related”—are a good proxy for long-run earnings potential.

- Siblings fixed effects are never a perfect control for unobservables. They control only for common sibling characteristics. Intra-sibling variation in “ability” is non-trivial. As important is that the NLSY97 sample size of siblings is painfully small. There are only 216 veterans with a sibling in the NLSY97 data. Significant effects are often found for minorities, but there are only 100 veterans with a sibling in the NLSY97 data.

- See Stolzenberg and Relles (1990) for a critique of sample selection methods. Absent a compelling exclusion restriction, such methods are implausible (see Olsen [1980], for a formal argument). Such compelling exclusion restrictions are rare.
4. Workforce Programs that Serve Veterans

In appreciation of their time in the military, the United States provides special services to veterans. These services include a range of employment, training, and supportive services made available primarily through American Job Centers that operate with JVSG, Wagner-Peyser, and WIOA funding. Apart from DOL-funded services, DoD, the VA, and other agencies also operate programs aimed at easing the transition from military service to the civilian labor market and at improving veterans’ short- and long-term educational and employment outcomes.

The legislative history and DOL’s solicitation suggest that the focus of this study is to be on career readiness, training, counseling, and transitional services provided for veterans through DOL’s workforce system. As such, a clear understanding of that system is crucial for this design effort. This chapter provides that background.

The statute identifies those receiving “intensive services” and non-intensive services. We will argue in Section 4.3 that in the current environment, “intensive” services should be interpreted as individualized career services (ICS). ICS are provided both by the DOL/VETS-run JVSG program and by the broader (not veterans-specific) DOL-funded workforce programs, mostly through WIOA and the Wagner-Peyser Employment Service (ES) (see Section 4.3). Veterans also have access to services through DoD and the VA that aim to improve their workforce outcomes. Although the research questions included in the solicitation for this design contract do not include examining DoD or VA services, we describe those services in this chapter since they are a contextual factor relevant to veterans’ employment outcomes.

The balance of the chapter proceeds as follows. Section 4.1 discusses exit procedures and data collected from veterans at the time of separation from the armed services. Section 4.2 discusses the Transitional Assistance Program, provided to service members while still in the military to ease the transition to the civilian labor market. Section 4.3 provides an overview of DOL services to veterans through the AJC system, Section 4.4 describes veterans-specific workforce services funded by DOL/VETS, and Section 4.5 focuses in the services available to veterans through DOL’s (not veterans-specific) Wagner-Peyser ES and WIOA programs and, in particular, priority of service for veterans in those programs. Section 4.6 uses DOL/VETS-provided statistics to estimate how many veterans are served by the DOL’s workforce system. Section 4.7 provides a brief review of the literature on the impact of the workforce system on veterans’ earnings and other labor market outcomes. Finally, Section 4.8 discusses the Post-9/11 GI Bill.

---

40 Training supported through DOL’s workforce system is received together with intensive services through ongoing case management from AJC counselors. Thus, although training itself is neither an “intensive” or “non-intensive” service, veterans who receive training services through an AJC would be in the “intensive services” group when considering the three groups of veterans to be examined by the study.

41 Rep. Cook’s comments (quoted in Section 2.1) indicate that the study will focus on services provided through the JVSG program: “The study will focus on veterans who have received intensive services from two programs under VETS, … the Disabled Veterans Outreach Program and the Local Veterans Employment Representatives, LVER.” Under the current contract the Abt team has been tasked with developing study options that include ICS provided to veterans in AJCs through other programs as well.
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4.1 Exiting the Military

According to the VA’s definition, a serviceperson becomes a veteran upon leaving the Active Component under conditions other than dishonorable. This status does not depend on enlistment in the reserves or any remaining military service obligation. Alternatively, a reservist becomes a veteran after either (1) deployment on active duty for at least 180 days or (2) service for 20 years.

In preparation for separation from the military, staff complete DD Form 2648—a pre-separation counseling checklist—on behalf of the departing service member (a copy of the form is in Appendix B). The form captures a range of information on the individual’s background and service history, along with pre-separation services requested and received. Those services include pre-separation counseling, completion of the DOL Employment Workshop, and an evaluation of transferability of military skills to the civilian workforce.

The service member’s official exit and exit status is recorded on DD Form 214—“Certificate of Release or Discharge from Active Duty” (Appendix B). This form verifies a veteran’s discharge status. Veterans present it to verify their eligibility for VA benefits. The form contains information filled out by the exiting service member, combined with official information from administrative data. Fields on the form capture various details regarding the individual’s active duty service (e.g., time served, rank, last duty assignment) and separation type, along with personal identifiers (name, Social Security Number, date of birth) and post-separation mailing address. Multiple copies of the form are created—for the service branch’s personnel file, for the service member, for the VA and DOL, and for the state’s veterans affairs agency.

Databases of information from either of those forms would be highly valuable in helping a study find veterans. In an effort to help DOL/VETS notify veterans of the workforce services available to them, DoD began transmitting DD 2648 information for newly separating veterans to DOL on a daily (or nearly daily) basis in November 2016. Through this agreement between the two agencies—the Veterans’ Data Exchange Initiative (VDEI)—DOL receives records for roughly 200,000 service members per year. DOL uses the email addresses provided in VDEI to send service members details of the workforce services available in the locality where they expect to live.

For the purposes of this study, note that VDEI data contain:

- Key identifiers: name, Social Security Number (SSN), date of birth.
- Key information about service career: branch of service, dates of service, type of discharge.
- Multiple pieces of tracking information—address at time of entry (often parent’s address), last address in the service, projected post-service address, address of a close relative, and email address.

---

44 See https://www.army.mil/article/180159/guard_and_reserve_members_receive_veteran_status.
45 Details on VDEI were provided in an email communication from Luke Murren of DOL/VETS to Jacob Klerman of the Abt team on 1/16/2018. Mr. Murren estimates that 96 percent of the email addresses provided are valid.
• Other background relevant to employment outcomes: level of education, marital status, number of dependents under 18, ASVAB/AFQT score.

In considering various study design options, it bears noting that the VDEI Memorandum of Agreement explicitly prohibits DOL from viewing or using service members’ SSNs contained in the VDEI data. In Chapter 7 we discuss further the potential usefulness of VDEI data for the study, and how the stipulations of that agreement affect it.

4.2 Transition Assistance Program

As they exit from the military, soon-to-be veterans have access to DoD’s Transition Assistance Program (TAP), which aims to help both service members and their spouses more smoothly enter civilian life. TAP is authorized under 10 USC 1144 and is a cooperative effort among VETS, the DoD, the U.S. Department of Education, the U.S. Department of Homeland Security, the VA, the Small Business Administration, and the Office of Personnel Management (OPM).

As a component of TAP, VETS administers the DOL Employment Workshop domestically, at overseas installations, and virtually, providing job preparation and employment services to transitioning service members preparing to enter the civilian workforce. The DOL Employment Workshop is standardized so that all attending service members and their spouses receive the same level of instruction. The course consists of 3 days of classroom instruction focused on four core competencies: (1) developing and executing a job search plan; (2) planning for success in a civilian work environment; (3) creating resumes, cover letters, and other self-marketing materials; and (4) engaging in successful interviews and networking conversations. As described in the DOL VETS Annual Report to Congress, Fiscal Year 2016:

In fiscal year (FY) 2016, VETS completed the implementation of the revised DOL Employment Workshop curriculum begun in FY 2015. This revision incorporated extensive input from TAP stakeholders, including military transition services personnel, transitioning service members, private-sector employers, and Veterans Service Organizations.46

Some data are available on participation levels in TAP Employment Workshops and attendee satisfaction, but there are few rigorous studies of TAP impacts on participant employment outcomes. No studies exist covering the period since the 2015 revisions.

VETS reports that 5,685 domestic DOL TAP Employment Workshops were held in FY 2016, which were attended by 169,464 separating service members. Another 628 overseas workshops conducted in FY 2016 were attended by 14,576 separating service members. According to the U.S. Government Accountability Office (GAO), in FY 2016, 85 percent of separating active duty service members are documented to have completed TAP’s required courses (GAO 2017).47 In FY 2016, VETS collected and analyzed survey results regarding participants’ satisfaction with the TAP curriculum and delivery methods: 96 percent reported that they would use what they learned in their own transition planning, and 94 percent reported that the DOL Employment Workshop enhanced their confidence in transition planning. DOL VETS

---

46 [https://www.dol.gov/vets/media/VETS_FY16_Annual_Report_to_Congress.pdf](https://www.dol.gov/vets/media/VETS_FY16_Annual_Report_to_Congress.pdf)

47 Note that GAO’s estimate is lower than the estimate published by VETS, for reasons explained in GAO (2017), principally treatment of missing data.
reports that “the data suggest that the DOL Employment Workshop is meeting the expectations of its audience.”48 The effectiveness or impact of TAP on employment outcomes was not determined.

Though TAP offers potentially valuable services to help retiring and separating military personnel make the transition to the civilian labor market and to access workforce services available from AJCs, it is not likely to be a key focus of the proposed evaluation design (versus JVSG, WIOA, and Wagner-Peyser).

4.3 Types of DOL-Funded Services Provided to Veterans in AJCs

DOL designed the American Job Centers (formerly One Stop Career Centers) to be places where workforce services from various funding streams would be brought together in one place. The intention is to more efficiently serve individuals seeking to retain or obtain employment—improving coordination between systems, reducing duplication, and facilitating access for job-seekers. Although services from some programs funded by agencies other than DOL are available at AJCs—such as Supplemental Nutrition Assistance Program (SNAP) Employment and Training, or employment programs for Temporary Assistance for Needy Families (TANF)—most AJC services are provided through DOL-funded programs (Rosenberg et al., 2015).

The large majority of AJC services are provided through (1) the Wagner-Peyser Employment Service, (2) the Jobs for Veterans State Grants program, or (3) the Workforce Innovation and Opportunity Act (WIOA) Title I programs for dislocated workers and low-income adults (DOL/VETS, 2017).49 Each of these has its own particular emphasis, but they overlap in terms of both the types of services they can provide and the population they are eligible to serve.

For our purposes, it is useful to distinguish three categories of workforce services provided50:

- **Basic career services** are universally available and generally include information on job openings, labor market trends, and training or educational options for youth and adults. These services were referred to as “core” services under WIA.51 Staff-assisted services include outreach, intake, and orientation activities offered by the AJC and initial assessments of customers’ skills and needs. Individuals may also access pre-vocational services, such as basic workplace, computer, or literacy training, as well as supportive services and needs-based payments, and coordination of benefits from other programs (such as Adult Basic Education or access to Pell grants). AJCs also have resource rooms that provide customers with self-service computer access to job listings, tools for self-assessment and career exploration, labor market information, as well as self-serve printers, telephone/fax, and other job search resources. If needed, guidance of AJC staff managing the resource room is also available. In the past, these were referred to as “core” services. It is still common

---

48 Ibid.

49 Much smaller numbers are served through the WIOA Youth program, Dislocated Worker Grants, the Senior Community Services Employment Program, the Indian and Native American Program, and the National Farmworker Jobs Program.

50 WIOA also distinguishes “Follow-Up” services as its own category. Those services are provided to adult and dislocated worker participants who have been placed in unsubsidized employment to help them stay in the workforce. Because those services are provided only to individuals who have been enrolled and received basic or individualized career services previously—and because service receipt is conditional on a key outcome of interest, employment—is not a relevant category of services for the purposes of the study.

51 Any adult aged 18 or older can receive core services without meeting any qualifying characteristics.
parlance in the workforce system and for parsimony we use that term in some of the discussion that follows.

- **Individualized career services** (ICS) typically involve significant staff time. These services are provided to qualified individuals whom staff deem in need of them in order to retain or obtain employment. Services include specialized assessment, counseling to help customers identify occupational interests and skills, research into training options, and development of an Individual Employment Plan—which is necessary for accessing funds for training. What under WIOA are called “individualized career services” were called “intensive services” under WIA. (For parsimony, we continue to use the term *intensive* in much of the discussion that follows.) Receipt of intensive services typically involves ongoing case management to help a customer carry out an Individual Employment Plan.

- **Training services** are provided in a classroom, through some form of technology-based instruction, or on the job through an agreement with an employer to provide on-the-job training for a specific occupation or set of occupations. Pursuant to the WIOA, participants do not need to receive a pre-specified sequence of prior services before receiving training funds. But practically speaking, some level of prior intensive services is required in order to arrange training funds—including assessments and creation of an Individual Employment Plan. While receiving training funds, individuals will also receive ongoing case management requiring significant staff time. Those services received as part of case management are also intensive services.

Individual Training Accounts (ITAs), funded through the WIOA Adult and Dislocated Worker programs, are the primary source for paying for such training. Training with ITAs can be pursued when the provider is on the state’s Eligible Training Provider List. Providers are typically community colleges, career and technical education schools (including proprietary schools), union-based training programs, and sometimes 4-year colleges or universities (particularly for certain health occupations). WIOA also includes mechanisms to fund contracts for training services with individual training providers, cover a portion of wage costs of on-the-job training and incumbent worker training, and subsidize transitional jobs.

Exhibit 4.1 provides an overview of the services provided by each of the three main DOL workforce programs that serve veterans. The next few sections (4.4, 4.5, and 4.6) provide greater detail on how the programs differ in the populations of veterans they serve and the types of services provided.

**Exhibit 4.1. Overview of Services Provided by ES, JVSG, and WIOA**

<table>
<thead>
<tr>
<th>Program</th>
<th>Self-Service, Core (Non-Intensive)</th>
<th>Staff-Assisted, Core (Non-Intensive) Only</th>
<th>Intensive</th>
<th>Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wagner-Peyser ES</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes (uncommon)</td>
<td>–</td>
</tr>
<tr>
<td>JVSG</td>
<td>–</td>
<td>No&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Yes</td>
<td>–</td>
</tr>
<tr>
<td>WIOA</td>
<td>–</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

*Key: ES/Employment Service. JVSG/Jobs for Veterans State Grants program. WIOA/Workforce Innovation and Opportunity Act (Title I).*

<sup>a</sup> DOL guidance states that DVOPs are to serve only individuals in need of intensive services. See VPL No. 03-14 (DOL, 2014b). A DVOP may, however, provide Core services as needed to a veteran to whom they are also providing intensive services. Note, however, that VETS statistics for Program Year 2015 indicate that a minority of veterans served by JVSG do receive only Core services (see Exhibit 4.2). It is unclear if that has remained true in more recently, after AJCs have had more time to adjust to the DOL guidance regarding service provision by DVOPs.
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4.4 JVSG and Other DOL/VETS Programs

In order to meet the specific employment needs of veterans, DOL makes services available through the Jobs for Veterans State Grants (JVSG) program,\(^{52}\) in addition to a set of other services.

4.4.1 JVSG

JVSG grants go to state workforce agencies to hire Disabled Veterans’ Outreach Program (DVOP) specialists and Local Veterans’ Employment Representatives (LVER). Those staff persons are typically veterans themselves.

In FY 2016, the total state grants for DVOP and LVER were approximately $170 million (DOL/VETS, 2017): about two-thirds for DVOP and the other third for LVER. These programs are state operated, with the state hiring DVOPs and LVERs who work in DOL’s nationwide network of 2,500 AJCs.\(^{53,54}\) They are typically supervised by state staff but coordinate with other staff working in their AJC.

A 2014 Veterans Program Letter (VPL) clarified the roles and division of labor between the DVOP and LVER programs.\(^{55}\) Under the VPL, DVOPs work with veterans with SBEs, providing them intensive services to address those barriers, making them employment ready, then helping place them in jobs. Though SBEs were initially focused on physical and mental disabilities, categories have expanded over time to include being homeless, a recently separated service member who has been unemployed for more than 27 consecutive weeks in the past year, or a recently released ex-offender; lacking a high school diploma or equivalent; being aged 24 or younger; or meeting WIOA’s standard for being low income.

Veterans enrolled in JVSG receive case management from a DVOP specialist until they are exited from the program.\(^{56}\) The DVOP specialist provides a veteran assessment and one-on-one advising to help create an Individual Employment Plan, then works with the veteran to succeed in achieving the plan’s goals. This may include working to build basic skills needed for effective job searching, referring to services that help address relevant SBEs, or identifying training opportunities. DVOPs are to attempt to maintain regular contact with each veteran on their caseload. These services are similar to the individualized career services provided by AJC staff serving the general population, but DVOPs have training\(^{57}\) and experience to serve the particular circumstances of veterans.

As of FY 2016, there were 1,286 DVOPs nationwide (DOL/VETS, 2017). This is roughly one for every two of the nation’s 2,500 AJCs. DVOPs might split time across multiple AJCs to help ensure veterans have access to their services.

LVERs engage business and community leaders to identify job prospects for veterans with SBEs and promote hiring of veterans to meet employers’ talent needs. As such, LVERs are not to provide services to individual veterans. Outreach activities may include helping employers register and build job orders in

---

\(^{52}\) For more about the Jobs for Veterans State Grants: [http://www.dol.gov/vets/grants/state/jvsg.htm](http://www.dol.gov/vets/grants/state/jvsg.htm).


\(^{55}\) To read more about the role and responsibilities of DVOPs and LVERs, refer to VPL No. 03-14 (DOL, 2014b).

\(^{56}\) Typically this occurs after an individual has found employment. Claimants who have not needed services for 90 days are automatically exited (a “soft exit”).

\(^{57}\) Including training through the National Veterans Training Institute (DOL 2018).
state job databases, raising awareness among employers of tax credits and other incentives for hiring veterans, advocating with employers for individual veteran job candidates, coordinating with unions, developing credentialing and licensing opportunities for veterans, and establishing job search groups.

LVERs closely coordinate with DVOPs and other AJC staff to help transition veterans into appropriate employment—exchanging information on job openings and veterans who might be good candidates for those openings.

4.4.2 Other DOL/VETS Initiatives

In addition to the large-scale operations of DVOP and LVER, the DOL funds or has oversight responsibility for several other programs that can support veterans seeking civilian employment, including the Homeless Veterans’ Reintegration Program and its homeless veterans Stand Down grants. In addition, DOL/VETS oversees compliance with the Veterans Employment Opportunities Act; and the Vietnam Era Veterans’ Readjustment Assistance Act of 1974.58 Those separating from the military are also eligible for a form of Unemployment Insurance, called Unemployment Compensation for Ex-Servicemembers (UCX). They are also covered by the Uniformed Services Employment and Reemployment Rights Act of 1994 (USERRA), which prohibits discrimination based on past, current, or future military service, also overseen by DOL/VETS.59

4.5 Services for Veterans through WIOA and Wagner-Peyser ES

Veterans are also eligible for workforce services through the broader, non-veterans-specific workforce system administered by the DOL/Employment and Training Administration (ETA). These services are authorized by the WIOA. In terms of the number of individuals enrolled, the Wagner-Peyser Employment Service (ES) dwarfs all other programs authorized under WIOA. ES focuses on basic career services, particularly labor exchange services. Though intensive services may sometimes be provided through ES (DOL, 2016). WIOA’s Title I Adult, Dislocated Worker, and Youth programs also provide core services, but focus more heavily than ES on individualized career services and training (DOL, 2014b).

The Jobs for Veterans Act (116 Stat 2033) requires DOL to ensure that veterans (and certain spouses of veterans, defined by USC 4215(a)(1)(A-B)) receive “priority of service” in the DOL workforce system delivered at AJCs60:

In brief, priority of service means that veterans and eligible spouses are given priority over non-covered persons for the receipt of employment, training, and placement services provided under qualified job training program. This means that veteran or an eligible spouse either receives access to a service earlier time than non-covered person, if the resource is limited, the veteran eligible spouse receives access to the services instead of or before the non-covered person. (DOL, 2014b)

58 See DOL/VETS (2017) for further discussion of these programs.


Despite whatever impact priority of service and JVSG’s veterans-specific programs may have on veterans’ receipt of workforce services, it does not appear that veterans are more likely than non-veterans to receive employment and training services through DOL. For Washington State, Chrisinger (2017) finds slightly lower levels of receipt among veterans. Nationally and in two states, Rosenberg et al. (2015) find similar results; they also report that WIA staff did not perceive much advantage from priority of service for veterans because there are sufficient resources to provide non-intensive and intensive services to all who need them.61

4.6 Interactions and Distinctions between Services Provided and Veterans Served by ES, JVSG, and WIOA

As Exhibit 4.1 and the preceding discussion highlight, there is some significant overlap in the types of services provided by the different funding streams. For example, some types of non-intensive job search assistance that could be provided to an individual enrolled only in ES might also be provided to a WIOA enrollee through that funding stream. Similarly, JVSG and WIOA counselors provide very similar types of intensive services to a veteran. And the same veteran may be—and often is—co-enrolled in multiple programs at the same time. Below we describe briefly what determines which programs a veteran is served by. We discuss both basic eligibility and other factors that may influence enrollment decisions. We discuss the programs in greater detail in Sections 4.4 (JVSG) and 4.5 (WIOA and ES).

Most job-seekers served in AJCs—including veterans—receive only non-intensive services (see Exhibit 4.2). All job-seekers who are legally authorized to work in the United States are eligible for ES-funded services. Typically, after registering at the front desk, the customer will be identified as a veteran and informed of veteran-specific services (DVOP services, priority of service for WIOA-authorized programs, etc.) and, like the general population, offered access to the resource room. An early step for an individual who comes to an AJC searching for a job would be to create a resume in the state’s labor exchange system, where they can access the jobs database and be matched to openings. This process also enrolls them in ES (which runs state labor exchanges). Staff assistance is not required for many available services—particularly services accessed via an AJC’s computer systems—such as online skills assessments and job postings.

Some veterans, however, require more significant staff assistance to obtain employment. WIOA and JVSG both offer that type of assistance. The WIOA Adult program provides non-intensive services to any job-seekers aged 18 and older62 and intensive services on a prioritized basis to individuals facing barriers to employment. Statute requires that WIOA services be prioritized to individuals who receive public assistance, are low-income, or have skills deficiencies. States and local WDBs may identify additional barriers as factors for prioritization. Those priorities are implemented in conjunction with priority of service for veterans (DOL 2016). The WIOA Dislocated Worker program serves job-seekers aged 18 and older who have lost a job—or have received notice of a pending layoff—and will have difficulty returning

61 For discussions of the implementation of priority of service for veterans, see Boraas, Roemer, and Bodenlos (2013) and Trutko and Barnow (2010).

62 In rare circumstances, an individual will only be enrolled in WIOA, not ES, in which case non-intensive services are provided only through WIOA. According to tabulations of program data provided by Luke Murren of DOL/VETS (email communication, Jan. 12, 2018), less than 10 percent of WIOA enrollees are not also co-enrolled in ES. Given that the number of individuals enrolled in ES dwarfs the number enrolled in WIOA (see, for example the enrollment counts in Exhibit 4.2), as a proportion of all AJC customers, those enrolled in WIOA, but not ES will be in the low single digits.
to work without assistance. JVSG/DVOP provides employment services only to veterans—and has been
instructed to serve only those veterans with a significant barrier to employment (SBE), such as a disability
or low education level (DOL, 2014b).63

Although JVSG is focused on veterans—and DVOPs are likely to better understand veterans’ needs (and
are typically veterans themselves)—a veteran could receive services from ES or WIOA staff instead of or
in addition to a DVOP for several reasons:

1. The veteran does not have an SBE, but does qualify for the WIOA Dislocated Worker program.

2. The veteran needed or wanted only non-intensive staff-assisted services, whereas DVOPs are
instructed to only provide services to veterans who need (and want) intensive services.

3. The veteran requires training services. The veteran may have first been working with a JVSG
counselor, who then referred the veteran to a WIOA counselor for training.

4. The AJC served by a veteran does not have a JVSG representative on staff, or it has one only part-
time, with hours that do not fit the veteran’s schedule.

5. Because of the vagaries of customer flow and staff availability on a given day, the WIOA counselor
was more immediately available than the JVSG counselor, and that counselor was able to meet the
veteran’s needs.

6. The Veteran chose to work with a WIOA counselor.

For any of those reasons, a veteran may be served by ES or WIOA instead of, or in addition to, JVSG. As
described in Section 4.5, co-enrollment in WIOA and JVSG has been found to be common. Furthermore,
the overwhelming majority of JVSG and WIOA enrollees are also co-enrolled in ES.

4.7 Veterans’ Use of DOL Programs

As we discuss in Chapter 5, WIOA data systems are still evolving. Interviews with DOL staff who work
with DOL workforce data report that currently there is substantial variation across states in the quality and
completeness of the data submitted by different states. Thus, as of the writing of this report, the most
current high-quality data is for the end of WIA, program year (PY) 2015 (ending June 30, 2016). Even for
that period it is not possible to get a precise count of the number of veterans served by DOL’s workforce
system because of fragmented reporting between state-run systems, which capture ES and JVSG data, and
local workforce area systems, which capture data for the WIOA Title I programs for adults, dislocated
workers, and youths. Under WIA, the latter reported to DOL’s national Workforce Investment Act
Standardized Record Data (WIASRD) system.

The fragmentation between the state and local data systems makes it impossible to obtain precise counts
of the number of veterans receiving services, because of program co-enrollment. Because a veteran might
be enrolled in programs covered by both data systems, simply summing counts of veterans served across
the two systems will lead to overestimates of the total numbers served resulting from double-counting.

---

63 SBEs include: being a disabled or special disabled veteran, homeless, a recently separated service member who
has been unemployed for more than 27 consecutive weeks in the past year, or a recently released ex-offender;
lacking a high school diploma or equivalent; or meeting WIOA’s standard for being low income.
As a result, estimates of the total number served must, necessarily, involve some educated assumptions regarding the extent of co-enrollment and how services received compare for exiters versus all participants.

Exhibit 4.2 shows counts from available sources of the total number of veterans receiving various levels of services from different funding streams. This both illustrates the prevalence of veterans’ usage of different DOL-funded programs and to provides overall counts of veterans served in AJCs. The numbers not in italics are based on counts from published sources or data provided by DOL/VETS. Italicized numbers are estimates produced using assumptions of the amount of co-enrollment across programs, drawing on relevant known rates. The table notes provide the sources and, where relevant, assumptions behind the calculations of each number.

Because, as with job-seekers generally, the large majority of veterans served in AJCs are enrolled in ES, the count of total veterans served is very similar to the count of veterans enrolled in ES. Previous research in the states of Pennsylvania and Texas has found that more than half of veterans served by WIA Adult and Dislocated Worker programs are co-enrolled in JVSG (Rosenberg et al., 2015). Consequently, the total number of veterans receiving intensive services is notably smaller than the sum of intensive services participants across programs.

### Exhibit 4.2. Veterans’ Participation in DOL/ETA Programs, PY 2015

<table>
<thead>
<tr>
<th>Program</th>
<th>Total</th>
<th>Intensive Services</th>
<th>Core (Non-Intensive) Services Only</th>
</tr>
</thead>
<tbody>
<tr>
<td>JVSG</td>
<td>170,044a</td>
<td>118,015a</td>
<td>52,029h</td>
</tr>
<tr>
<td>ES</td>
<td>858,196b</td>
<td>– i</td>
<td>– i</td>
</tr>
<tr>
<td>WIA Adult</td>
<td>78,296b</td>
<td>34,905c</td>
<td>43,391h</td>
</tr>
<tr>
<td>WIA Dislocated Worker</td>
<td>38,994b</td>
<td>20,638c</td>
<td>18,356h</td>
</tr>
<tr>
<td>JVSG &amp; ES (combined)</td>
<td>871,799e</td>
<td>200,859d</td>
<td>670,940h</td>
</tr>
<tr>
<td>WIA Adult &amp; Dislocated Worker (combined)</td>
<td>117,290f</td>
<td>55,543f</td>
<td>61,747f</td>
</tr>
<tr>
<td>All Programs (combined)</td>
<td>899,055h</td>
<td>223,076g</td>
<td>675,979g</td>
</tr>
<tr>
<td>JVSG Staff Assisted</td>
<td>144,772a</td>
<td>118,015</td>
<td></td>
</tr>
</tbody>
</table>


Note: Numbers in italics are produced using assumptions. Other numbers are based on counts. Counts omit veterans participating in a variety of smaller programs, such as WIA Youth, Dislocated Worker Grants, Senior Community Services Employment Program, Indian and Native American Program, and National Farmworker Jobs Program. Apart from the small total numbers (less than 15,000 participants per year, according to DOL/VETS Annual Report to Congress [2017]), the large majority are likely co-enrolled in ES or other programs. Consistent with terminology used in PY 2015, we categorize services as “intensive” or “core,” rather than “individualized career” or “basic career.”

- a Source: VETS 200 (C) DVOP/LVER Quarterly Report. PY 2015. Provided to the study team in Excel format by Luke Murren of DOL VETS.
- b Source: DOLVETS (2017), Table 12.
- e Assumes 92 percent of JVSG participants are co-enrolled in ES. Consistent with ES co-enrollment rates for WIA reported by Luke Murren of DOL/VETS by email on Jan. 12, 2018.
- f Assumes no co-enrollment between the WIA Adult and WIA Dislocated Worker programs.
- g Assumes, consistent with the findings of Rosenberg et al. (2015), that 60 percent of veterans receiving intensive services through WIA Adult and Dislocated Worker programs were also co-enrolled in JVSG (and received intensive services from a DVOP or LVER), and that 92 percent of those receiving core services only were co-enrolled in ES or JVSG.
- h Calculated as sum or difference of the other two counts in the same row.
- i Omitted. Exact counts are unavailable and are not necessary to obtain estimates of total numbers of veterans served across programs.
- j Source: DOL/VETS (2017), Tables 2 and 12.
Although there is some unavoidable imprecision in those numbers, they should be close enough to provide a reasonable picture of how common the use of AJC services is among veterans. In particular, they are sufficient to highlight the magnitude of the challenge that the study would face if required to find a large sample of veterans who have received services (intensive services in particular) among a general U.S. population of over 200 million adults—an issue discussed in detail in Chapter 9.

Regarding the characteristics of veterans served in AJCs, according to the ETA 9002 B quarterly report for PY 2015, veterans served by the Wagner-Peyser Employment Service are overwhelmingly male (84 percent), nearly half younger than age 45 (45 percent), a quarter are aged 45-54 (26%), and a quarter aged 55 or older (28 percent). A third (32 percent) are disabled, a fifth (18 percent) are special disabled; a fifth (18 percent) are recently separated; a tenth (9 percent) are homeless; and nearly half are post-9/11 veterans (43 percent). Veterans—both users and non-users of workforce services—are also widely disbursed across the nation. However, they are somewhat more heavily concentrated in some states than others. Exhibit 4.3 shows total state population, estimates of the number of veterans receiving intensive services through JVSG or Wagner-Peyser ES and estimates of veterans receiving intensive services as a proportion a state’s total population. The prevalence of veterans receiving intensive services is 0.07 percent nationwide, ranging from as high as 0.28 percent in Arkansas, to as low as 0.01 percent in Minnesota, Vermont, and Washington. These proportions will be particularly relevant to the discussion in Chapter 9 of potential approaches to identifying study participants for the three study groups.

### Exhibit 4.3. Veterans Receiving Intensive Services at AJCs, by State, PY 2015

<table>
<thead>
<tr>
<th>State</th>
<th>Veterans Who Received Intensive Services</th>
<th>Total Population</th>
<th>% of Population Who Are Veterans Receiving Intensive Services</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nationwide</td>
<td>223,076</td>
<td>324,513,016</td>
<td>0.07%</td>
</tr>
<tr>
<td>AK</td>
<td>1,159</td>
<td>737,979</td>
<td>0.16%</td>
</tr>
<tr>
<td>AL</td>
<td>4,338</td>
<td>4,850,858</td>
<td>0.09%</td>
</tr>
<tr>
<td>AR</td>
<td>8,304</td>
<td>2,975,626</td>
<td>0.28%</td>
</tr>
<tr>
<td>AZ</td>
<td>4,953</td>
<td>6,802,262</td>
<td>0.07%</td>
</tr>
<tr>
<td>CA</td>
<td>11,628</td>
<td>39,032,444</td>
<td>0.03%</td>
</tr>
<tr>
<td>CO</td>
<td>2,144</td>
<td>5,440,445</td>
<td>0.04%</td>
</tr>
<tr>
<td>CT</td>
<td>1,024</td>
<td>3,593,862</td>
<td>0.03%</td>
</tr>
<tr>
<td>DC</td>
<td>673</td>
<td>672,736</td>
<td>0.10%</td>
</tr>
<tr>
<td>DE</td>
<td>574</td>
<td>944,107</td>
<td>0.06%</td>
</tr>
<tr>
<td>FL</td>
<td>10,733</td>
<td>20,268,567</td>
<td>0.05%</td>
</tr>
<tr>
<td>GA</td>
<td>6,572</td>
<td>10,199,533</td>
<td>0.06%</td>
</tr>
<tr>
<td>HI</td>
<td>743</td>
<td>1,426,320</td>
<td>0.05%</td>
</tr>
<tr>
<td>IA</td>
<td>4,182</td>
<td>3,118,473</td>
<td>0.13%</td>
</tr>
</tbody>
</table>


65 This covers the large majority of veterans served by the DOL workforce system. ES serves many more veterans than do either JVSG or WIOA. And most veterans served by those smaller two programs are co-enrolled in ES.
<table>
<thead>
<tr>
<th>State</th>
<th>Veterans Who Received Intensive Services</th>
<th>Total Population</th>
<th>% of Population Who Are Veterans Receiving Intensive Services</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID</td>
<td>1,311</td>
<td>1,649,324</td>
<td>0.08%</td>
</tr>
<tr>
<td>IL</td>
<td>4,823</td>
<td>12,862,051</td>
<td>0.04%</td>
</tr>
<tr>
<td>IN</td>
<td>2,740</td>
<td>6,610,596</td>
<td>0.04%</td>
</tr>
<tr>
<td>KS</td>
<td>2,338</td>
<td>2,905,789</td>
<td>0.08%</td>
</tr>
<tr>
<td>KY</td>
<td>4,680</td>
<td>4,422,057</td>
<td>0.11%</td>
</tr>
<tr>
<td>LA</td>
<td>2,510</td>
<td>4,671,211</td>
<td>0.05%</td>
</tr>
<tr>
<td>MA</td>
<td>7,136</td>
<td>6,794,002</td>
<td>0.11%</td>
</tr>
<tr>
<td>MD</td>
<td>2,938</td>
<td>6,000,561</td>
<td>0.05%</td>
</tr>
<tr>
<td>ME</td>
<td>1,813</td>
<td>1,327,787</td>
<td>0.14%</td>
</tr>
<tr>
<td>MI</td>
<td>1,604</td>
<td>9,918,170</td>
<td>0.02%</td>
</tr>
<tr>
<td>MN</td>
<td>622</td>
<td>5,483,238</td>
<td>0.01%</td>
</tr>
<tr>
<td>MO</td>
<td>11,839</td>
<td>6,072,640</td>
<td>0.19%</td>
</tr>
<tr>
<td>MS</td>
<td>1,205</td>
<td>2,985,297</td>
<td>0.04%</td>
</tr>
<tr>
<td>MT</td>
<td>1,335</td>
<td>1,028,317</td>
<td>0.13%</td>
</tr>
<tr>
<td>NC</td>
<td>11,226</td>
<td>10,041,769</td>
<td>0.11%</td>
</tr>
<tr>
<td>ND</td>
<td>895</td>
<td>754,859</td>
<td>0.12%</td>
</tr>
<tr>
<td>NE</td>
<td>1,784</td>
<td>1,893,564</td>
<td>0.09%</td>
</tr>
<tr>
<td>NH</td>
<td>809</td>
<td>1,330,134</td>
<td>0.06%</td>
</tr>
<tr>
<td>NJ</td>
<td>2,133</td>
<td>8,960,001</td>
<td>0.02%</td>
</tr>
<tr>
<td>NM</td>
<td>2,821</td>
<td>2,082,264</td>
<td>0.14%</td>
</tr>
<tr>
<td>NV</td>
<td>5,290</td>
<td>2,883,057</td>
<td>0.18%</td>
</tr>
<tr>
<td>NY</td>
<td>13,353</td>
<td>19,819,347</td>
<td>0.07%</td>
</tr>
<tr>
<td>OH</td>
<td>3,077</td>
<td>11,606,027</td>
<td>0.03%</td>
</tr>
<tr>
<td>OK</td>
<td>3,187</td>
<td>3,904,353</td>
<td>0.08%</td>
</tr>
<tr>
<td>OR</td>
<td>4,853</td>
<td>4,016,537</td>
<td>0.12%</td>
</tr>
<tr>
<td>PA</td>
<td>7,682</td>
<td>12,791,124</td>
<td>0.06%</td>
</tr>
<tr>
<td>RI</td>
<td>566</td>
<td>1,055,916</td>
<td>0.05%</td>
</tr>
<tr>
<td>SC</td>
<td>5,322</td>
<td>4,892,423</td>
<td>0.11%</td>
</tr>
<tr>
<td>SD</td>
<td>1,484</td>
<td>854,036</td>
<td>0.17%</td>
</tr>
<tr>
<td>TN</td>
<td>3,858</td>
<td>6,590,726</td>
<td>0.06%</td>
</tr>
<tr>
<td>TX</td>
<td>37,728</td>
<td>27,454,880</td>
<td>0.14%</td>
</tr>
<tr>
<td>UT</td>
<td>2,083</td>
<td>2,984,917</td>
<td>0.07%</td>
</tr>
<tr>
<td>VA</td>
<td>4,000</td>
<td>8,366,767</td>
<td>0.05%</td>
</tr>
<tr>
<td>VT</td>
<td>90</td>
<td>624,455</td>
<td>0.01%</td>
</tr>
<tr>
<td>WA</td>
<td>701</td>
<td>7,152,818</td>
<td>0.01%</td>
</tr>
<tr>
<td>WI</td>
<td>1,512</td>
<td>5,759,744</td>
<td>0.03%</td>
</tr>
<tr>
<td>WV</td>
<td>821</td>
<td>1,839,767</td>
<td>0.04%</td>
</tr>
<tr>
<td>WY</td>
<td>681</td>
<td>586,102</td>
<td>0.12%</td>
</tr>
</tbody>
</table>
4 WORKFORCE PROGRAMS

Key: AJC/ American Job Center. PY/program year.
Note: Counts of veterans receiving intensive services in each state are derived by authors’ tabulations of the public-use PY 2015 Quarter 4 Wagner-Peyser data files, adjusted to account for veterans served who are not included in those data. The Wagner-Peyser data cover the large majority of veterans who receive intensive services through the DOL workforce system, and they provide detail on the services received through ES or JVSG. But the Wagner-Peyser data do not include individuals who received intensive services through the WIA Adult or Dislocated Worker programs, and not through JVSG or Wagner-Peyser. As noted in Exhibit 4.2, more than 10 percent of all veterans who received intensive services received no intensive services from ES or JVSG, and thus are not in the Wagner-Peyser data. The estimates of veterans served in the table are calculated by applying a multiplier (1.1034) to inflate the counts from the Wagner-Peyser data, adjusting for those omitted veterans. The adjustment assumes that the geographic distribution of veterans receiving intensive services through only the WIA Adult or Dislocated Worker programs mirrors the distribution of those receiving intensive services through JVSG or Wagner-Peyser.

4.8 Impact of Workforce Services on Veterans’ Outcomes

Three studies in the literature provide comparisons that shed light on outcomes resulting from various levels of assistance from the workforce system generally and veterans-only programs specifically. Exhibit 4.4 highlights pertinent design information from these. Only Barnow and Trutko (2010) use data that are representative of the entire United States. All three studies use non-experimental analysis methods: tabulations, regression analysis, or propensity score matching (PSM).

Exhibit 4.4. Previous Analyses of Service Receipt by Veterans

<table>
<thead>
<tr>
<th>Setting, Data: Years</th>
<th>Method</th>
<th>Notable Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Barnow &amp; Trutko (2010)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>United States WIASRD public use files: 2004-2006</td>
<td>Tabulations, linear regression analysis</td>
<td>• Regression analysis shows veterans are less likely to receive services than non-veterans in both the Adult and Dislocated Worker programs. However, among those who receive intensive services, veterans are more likely than non-veterans to receive training services. • Tabulations suggest that veteran and non-veteran exiters had similar patterns of employment rates, pre- and post-program enrollment. • Tabulations show that veterans earned substantially more than non-veterans, both before entering the program and after exiting.</td>
</tr>
</tbody>
</table>

| **Rosenberg et al. (2015)** |
| Pennsylvania and Texas Workforce Investment Streamlined Performance Reporting (WISPR), which links individuals across WIA, ES, JVSG, TAA, and other programs: 2011-2012 | Clustered linear regression analysis | • Veterans received more services from DVOP or LVER (67 percent in PA; 59 percent in TX) than intensive services or WIA-funded training. • In PA, veterans had similar employment and earnings outcomes to non-veterans. • In TX, veterans and non-veterans had similar employment outcomes over the 12-month period after program exit. However, veterans had higher earnings than non-veterans during this time. |
Specifically, Barnow and Trutko (2010) report unadjusted tabulations of employment and earnings and regression-adjusted relationships for service receipt that condition on case characteristics, race, and program year. Rosenberg et al. (2015) report regression-adjusted relationships between post-program earnings and a limited set of pre-program employment and earnings information, demographics, and measures of service receipt. Chrisinger (2017) uses a PSM approach to estimate impacts, but the propensity scores are estimated using only demographic characteristics and measures of time.

The findings across the three studies are generally consistent: Veterans are more likely to receive intensive services through a DVOP than any other program; the difference in post-program employment between veterans and non-veterans is not large; and in certain states (Texas and Washington) employment rates appear to be lower for veterans relative to non-veterans (Rosenberg et al., 2015; Chrisinger, 2017). Additionally, after program exit, veterans generally had higher earnings than non-veterans. It is difficult to discern a systematic relationship between specific services and post-program earnings, but receipt of WIA-funded training is positively correlated with earnings (Rosenberg et al., 2015).

Several additional studies have explored outcomes and impacts of the services provided by the broader DOL workforce system, with a focus on WIOA/WIA-funded services. Most of these studies find positive, but small, impacts for participants (who may or may not be veterans). Non-experimental studies include Heinrich, Mueser, Troske, et al. (2013), Hollenbeck and Huang (2006), Mueser and Stevens (2003), Chrisinger (2013), and Andersson, Holzer, Lane, Rosenblum, & Smith (2013). Using random assignment methods, the WIA Gold Standard Evaluation had similar findings (McConnell et al., 2016).66

The VETS-specific studies and the non-experimental literature on the impact of WIA are informative about sample sizes required to estimate the causal impact of VETS programs using non-experimental methods. To determine the appropriate size of the sample needed to detect impacts, we consider the plausible impacts of training, intensive services, and non-intensive services. Exhibit 4.5 summarizes reported impacts on quarterly earnings from prior studies of DOL programs, either specific to veterans or for the workforce as a whole. Estimates are also separated by whether they focused on impacts of training specifically or if they focused on receipt of intensive services or more general programming. Across the studies, Exhibit 4.5 reports the states/programs included in the study, as well as the sample size, estimated impact, and standard error/statistical significance.

66 Because of priority of service requirements, veterans were excluded from the WIA Gold Standard Evaluation.
The findings in Exhibit 4.5 suggest that plausible impact is proportional to the expense of the services. Training is the most expensive service; we would expect it to have the largest impact. The overall ordering of cost of services is as follows: training, intensive services, and then non-intensive services. We would expect a similar ordering of impacts.

For example, the results of the random assignment WIA Gold Standard Evaluation indicate that those in the Adult program eligible for training, intensive, and core services earned $1,269 more across the first five quarters post-random assignment than those who were offered core services only. Those offered core and intensive services (but no training) earned $1,113 more than those who receive core services only (McConnell et al., 2016). Though none of these estimates is statistically significant, they give a sense of the magnitude of impacts we might expect to find for the veteran population.

A formal power analysis for the proposed quasi-experimental design requires several assumptions that the research team is not comfortable making at this stage (e.g., assumed $R^2$ values reflecting covariates’ performance). However, the summary of sample sizes from quasi-experimental evaluations in Exhibit 4.5 provides insight to the statistical power that is necessary to identify impacts for this study (excluding McConnell et al. (2016) because it is a randomized evaluation). In Chapter 2 we quoted DOL’s testimony, which implied a sample size of 12,000 veterans. Studies of similar size in Exhibit 4.5 were able to detect impacts in the thousands of dollars per quarter (Andersson et al., 2013; Hollenbeck & Huang, 2016; Rosenberg et al., 2015) but struggled to detect impacts in the hundreds of dollars or smaller (Andersson et al., 2013; Chrisinger, 2013; Rosenberg et al., 2015). Those smaller impacts were detected in studies where the sample was in the hundreds of thousands or millions (Chrisinger, 2017; Heinrich et al., 2013).

The review of plausible impact sizes above suggests that this study’s findings across the three utilization groups are unlikely to all be in the thousands of dollars. Instead, it is likely that some of the differences will be in the hundreds of dollars or smaller. Given these smaller plausible impacts, existing literature suggests a need for tens (perhaps hundreds) of thousands of observations to detect likely impacts.

Related literature explores the impact of disability benefits on work and earnings. Ongoing debates about disability policy turn on the extent to which disability benefits lower work effort (vs. simply making payments to those who would not otherwise have worked). Veterans’ disability benefits provide a useful test case (Autor & Duggan, 2007). Like non-veteran disability payments, veterans’ disability benefits provide additional income; unlike non-veterans disability payments, they do not decrease with labor market earnings. In addition, in the non-veterans disability case, work might cause loss of health insurance, which is tied to the benefit; but in the case of veterans, health insurance continues regardless of work and earnings (Boyle & Lahey, 2010).

Exhibit 4.6 summarizes the results of the literature on the impact of veterans’ disability benefits on earnings. The population of veterans is ideal for understanding these issues for several reasons. First, there are excellent records available for the population of veterans (relative to non-veterans). Second, two specific policy changes potentially provide insights: (1) in 1996, there was significant expansion to the VA healthcare system (Boyle & Lahey, 2010); and (2) in 2001, diabetes was added to the list of conditions covered by Disability Compensation (DC) for Vietnam-era veterans who had served “in theatre,” a change known as the “Agent Orange decision” (Autor & Duggan, 2007; Autor, Duggan, &

---

67 On the broader literature, see Autor, Kostøl, and Mogstad (2015) and Autor, Maestas, Mullen, and Strand (2015).
Lyle, 2011; Autor, Duggan, Greenberg, & Lyle, 2016; Duggan, Rosenheck, & Singleton, 2010). A third dimension of interest, though not a policy change, is the growth in diagnoses of post-traumatic stress disorder (PTSD), which is a qualifying condition for DC.
# Exhibit 4.5. Estimated Impacts on Quarterly Earnings from Earlier Evaluations of Veterans’/WIA Programs

<table>
<thead>
<tr>
<th>Study</th>
<th>State(s)</th>
<th>Program(s)</th>
<th>Comparison</th>
<th>N</th>
<th>Earnings Estimate</th>
<th>S.E.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Veterans</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Any services/intensive services</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chrisinger (2017)</td>
<td>Washington</td>
<td>All</td>
<td>Impact of any WIA services for veterans compared to non-veterans, earnings 6 months after program exit (propensity score weighting)</td>
<td>675,447</td>
<td>$350***</td>
<td>–</td>
</tr>
<tr>
<td>Chrisinger (2017)</td>
<td>Washington</td>
<td>All</td>
<td>Impact of any WIA services for veterans compared to non-veterans, earnings 6 months after program exit (propensity score matching)</td>
<td>220,034</td>
<td>$61</td>
<td>–</td>
</tr>
<tr>
<td>Rosenberg et al. (2015)</td>
<td>Pennsylvania</td>
<td>All</td>
<td>Impact of intensive services for veterans compared to veterans who do not receive intensive services</td>
<td>17,801</td>
<td>$89</td>
<td>$190</td>
</tr>
<tr>
<td>Rosenberg et al. (2015)</td>
<td>Texas</td>
<td>All</td>
<td>Impact of intensive services for veterans compared to veterans who do not receive intensive services</td>
<td>94,108</td>
<td>–$341**</td>
<td>$106</td>
</tr>
<tr>
<td><strong>WIA training services</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rosenberg et al. (2015)</td>
<td>Pennsylvania</td>
<td>All</td>
<td>Impact of WIA training services for veterans compared to veterans who do not receive WIA training services</td>
<td>17,801</td>
<td>$1,696**</td>
<td>$326</td>
</tr>
<tr>
<td>Rosenberg et al. (2015)</td>
<td>Texas</td>
<td>All</td>
<td>Impact of WIA training services for veterans compared to veterans who do not receive WIA training services</td>
<td>94,108</td>
<td>$2,350**</td>
<td>$256</td>
</tr>
<tr>
<td><strong>General Population</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Any services/intensive services</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heinrich et al. (2013)</td>
<td>12 states</td>
<td>Adult</td>
<td>Impact of core/intensive services compared to a comparison group of UI claims recipients/ES data (separate estimates for men and women)</td>
<td>3,025,076</td>
<td>$100-$200**</td>
<td>–</td>
</tr>
<tr>
<td>Heinrich et al. (2013)</td>
<td>12 states</td>
<td>Dislocated Worker</td>
<td>Impact of core/intensive services compared to a comparison group of UI claims recipients/ES data (separate estimates for men and women)</td>
<td>2,956,821</td>
<td>$200-$300**</td>
<td>–</td>
</tr>
<tr>
<td>Hollenbeck &amp; Huang (2016)</td>
<td>Washington</td>
<td>Adult</td>
<td>Impact of WIA compared to individuals who registered for WP services</td>
<td>11,978</td>
<td>$1,481***</td>
<td>–</td>
</tr>
<tr>
<td>Study</td>
<td>State(s)</td>
<td>Program(s)</td>
<td>Comparison</td>
<td>N</td>
<td>Earnings Estimate</td>
<td>S.E.</td>
</tr>
<tr>
<td>------------------------------</td>
<td>----------------</td>
<td>------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>------</td>
<td>-------------------</td>
<td>------</td>
</tr>
<tr>
<td>Hollenbeck &amp; Huang (2016)</td>
<td>Washington</td>
<td>Dislocated Worker</td>
<td>Impact of WIA compared to individuals who registered for WP services</td>
<td>13,586</td>
<td>$1,667***</td>
<td>–</td>
</tr>
<tr>
<td>Chrisinger (2013)</td>
<td>Washington</td>
<td>Adult</td>
<td>Impact of WIA adult program as compared to people receiving less-intensive Labor Exchange services</td>
<td>15,998</td>
<td>$60</td>
<td>$38</td>
</tr>
<tr>
<td><strong>WIA training services</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heinrich et al. (2013)</td>
<td>12 states</td>
<td>Adult</td>
<td>Impact of WIA training compared to only core/intensive services</td>
<td>2,993,011a</td>
<td>$400**</td>
<td>–</td>
</tr>
<tr>
<td>Heinrich et al. (2013)</td>
<td>12 states</td>
<td>Dislocated Worker</td>
<td>Impact of WIA training compared to only core/intensive services</td>
<td>2,949,498a</td>
<td>&lt; $0b</td>
<td>–</td>
</tr>
<tr>
<td>Hollenbeck &amp; Huang (2016)</td>
<td>Washington</td>
<td>Adult</td>
<td>Impact of WIA training compared to individuals who registered for ES</td>
<td>1,521</td>
<td>$1,957***</td>
<td>–</td>
</tr>
<tr>
<td>Hollenbeck &amp; Huang (2016)</td>
<td>Washington</td>
<td>Dislocated Worker</td>
<td>Impact of WIA training compared to individuals who registered for ES</td>
<td>4,925</td>
<td>$1,410***</td>
<td>–</td>
</tr>
<tr>
<td>Andersson et al. (2013)</td>
<td>1 of 2 unnamed states</td>
<td>Adult</td>
<td>Impact of WIA training services as compared to people receiving WIA without training</td>
<td>15,532</td>
<td>$602</td>
<td>$641</td>
</tr>
<tr>
<td>Andersson et al. (2013)</td>
<td>1 of 2 unnamed states</td>
<td>Dislocated Worker</td>
<td>Impact of WIA training services as compared to people receiving WIA without training</td>
<td>10,836</td>
<td>–$5,567***</td>
<td>$1,047</td>
</tr>
<tr>
<td>Andersson et al. (2013)</td>
<td>2 of 2 unnamed states</td>
<td>Adult</td>
<td>Impact of WIA training services as compared to people receiving WIA without training</td>
<td>23,182</td>
<td>$329</td>
<td>$467</td>
</tr>
<tr>
<td>Andersson et al. (2013)</td>
<td>2 of 2 unnamed states</td>
<td>Dislocated Worker</td>
<td>Impact of WIA training services as compared to people receiving WIA without training</td>
<td>28,246</td>
<td>–$5,227***</td>
<td>$653</td>
</tr>
<tr>
<td>McConnell et al. (2016)</td>
<td>Nationally representative</td>
<td>Adult</td>
<td>Randomized evaluation of impact of full WIA (including training services) compared to core and intensive services only</td>
<td>1,980</td>
<td>$156</td>
<td>–</td>
</tr>
<tr>
<td>McConnell et al. (2016)</td>
<td>Nationally representative</td>
<td>Adult</td>
<td>Randomized evaluation of impact of full WIA (including training services) compared to core services only</td>
<td>1,992</td>
<td>$1,269</td>
<td>–</td>
</tr>
<tr>
<td>McConnell et al. (2016)</td>
<td>Nationally representative</td>
<td>Adult</td>
<td>Randomized evaluation of impact of core and intensive services compared to core services only</td>
<td>1,954</td>
<td>$1,113</td>
<td>–</td>
</tr>
<tr>
<td>McConnell et al. (2016)</td>
<td>Nationally representative</td>
<td>Dislocated Worker</td>
<td>Randomized evaluation of impact of full WIA (including training services) compared to core and intensive services only</td>
<td>1,412</td>
<td>–$4,235</td>
<td>–</td>
</tr>
<tr>
<td>Study</td>
<td>State(s)</td>
<td>Program(s)</td>
<td>Comparison</td>
<td>N</td>
<td>Earnings Estimate</td>
<td>S.E.</td>
</tr>
<tr>
<td>------------------------</td>
<td>-------------------------------</td>
<td>---------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>-------</td>
<td>-------------------</td>
<td>------</td>
</tr>
<tr>
<td>McConnell et al.</td>
<td>Nationally representative</td>
<td>Dislocated Worker</td>
<td>Randomized evaluation of impact of full WIA (including training services) compared to core services only</td>
<td>1,382</td>
<td>-$1,353</td>
<td>–</td>
</tr>
<tr>
<td>(2016)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>McConnell et al.</td>
<td>Nationally representative</td>
<td>Dislocated Worker</td>
<td>Randomized evaluation of impact of core and intensive services compared to core services only</td>
<td>1,390</td>
<td>$2,883</td>
<td>–</td>
</tr>
<tr>
<td>(2016)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Statistical significance levels: ***p < .01, **p < .05, *p < .10.

a Sample estimates represent the entire potential sample prior to many-to-one propensity score matching. Post-match sample sizes are not provided in the paper.
b Point estimates for the overall impact of WIA training in the Dislocated Worker program are not reported. The trajectory of impacts over quarters is as follows: earnings are significantly negative for the first 2 years after training and then rise, though they are never statistically different from zero.
Several data sources have been used to address these questions across the literature. The most common data set in the literature is the Current Population Survey (Autor & Duggan, 2007; Boyle & Lahey, 2010; Coile, Duggan, & Guo, 2015; Duggan et al., 2010). This nationally representative survey includes a veterans’ supplement that reports demographic and labor force characteristics for veterans aged 17 and older, including those who have a service-connected disability.68 Studies that use administrative rather than survey data typically combine records from the Defense Manpower Data Center (DMDC), the VA, and the Social Security Administration (SSA) (Autor et al., 2011; Autor et al., 2016).

### Exhibit 4.6. Studies of Disability Compensation for Veterans

<table>
<thead>
<tr>
<th>Study</th>
<th>Data</th>
<th>Summary of Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Autor &amp; Duggan (2007)</td>
<td>CPS</td>
<td>Argues that receipt of Disability Compensation represents a pure income effect. Uses the 2001 Agent Orange decision to estimate effect on labor force participation for Vietnam veterans. Finds substantial reductions in labor force participation among Vietnam veterans, but cautions that work is preliminary.</td>
</tr>
<tr>
<td>Autor, Duggan, &amp; Lyle (2011)</td>
<td>CPS, Army personnel records</td>
<td>Documents diverging trends in labor force participation and receipt of Disability Compensation for Vietnam veterans and their non-veteran contemporaries. Compares medical conditions of DC recipients, with a focus on PTSD.</td>
</tr>
<tr>
<td>Autor, Duggan, Greenberg, &amp; Lyle (2016)</td>
<td>DMDC merged with VA records (to measure DC benefits) and SSA records (to measure earnings, SSI, SSDI)</td>
<td>Compares Vietnam veterans whose eligibility for Disability Compensation changed after the 2001 Agent Orange decision versus Vietnam veterans whose eligibility was unchanged. Finds that receipt of DC benefits reduced labor force participation by 18 percentage points.</td>
</tr>
<tr>
<td>Boyle &amp; Lahey (2010)</td>
<td>CPS</td>
<td>Uses a difference-in-differences strategy to compare labor market outcomes for veterans and non-veterans before and after expansion to the VA healthcare system in 1996. Finds that older workers decrease work on both the extensive and intensive margins after gaining access to non-employer-based health insurance.</td>
</tr>
<tr>
<td>Coile, Duggan, &amp; Guo (2015)</td>
<td>CPS</td>
<td>Documents large difference in veteran and non-veteran labor force participation/employment rates, as well as large growth in Disability Compensation beneficiaries over time. Argues that trends along these dimensions coincide very closely.</td>
</tr>
<tr>
<td>Duggan, Rosenheck, &amp; Singleton (2010)</td>
<td>CPS</td>
<td>Investigates the effect of the Agent Orange decision on enrollment and expenditures in the Disability Compensation program. Finds that enrollment increased by 6 percentage points and many recipients also realized increases to their benefits. This increased annual program expenditures by $2.85 billion.</td>
</tr>
</tbody>
</table>


Generally, these studies find that access to DC and expanded healthcare have large implications for veterans’ labor force participation. Several studies note the divergence in labor force trends corresponding

---

68 See CPS Technical Documentation: [https://www.bls.gov cps/documentation.htm](https://www.bls.gov/cps/documentation.htm)
with the 2001 Agent Orange decision (Autor & Duggan, 2007; Autor et al., 2011; Coile et al., 2015; Duggan et. al, 2010), and more rigorous work shows that eligibility for DC benefits caused an 18 percentage point reduction in labor force participation for qualifying Vietnam-era veterans (Autor et al., 2016). Expansion of healthcare also caused changes to the composition of the workforce—more educated workers shifted to self-employment, changes that are consistent with these workers being no longer “locked” into their job because of employer-sponsored healthcare (Boyle & Lahey, 2010).

### 4.9 Post-9/11 GI-Bill

Beyond workforce training programs, DoD and the VA provide other important benefits to veterans that can affect their labor participation rate after leaving military service. Those benefits include the Post-9/11 GI Bill, VA healthcare, a defined benefit pension plan, and involuntary separation pay. This section considers the most relevant benefit for this study, the Post-9/11 GI Bill.

For veterans serving after September 10, 2001, educational benefits are provided under the Post-9/11 Veterans Educational Assistance Act of 2008, as amended by the Harry W. Colmery Veterans Educational Assistance Act of 2017. It grants up to 36 months of education benefits to eligible veterans, including full tuition at the in-state rate and a monthly housing allowance equal to the allowance that would be received by an E-5 (in the Army, a Sergeant) with dependents for the school’s location. Education benefits expire 15 years after the veteran’s departure from active duty if the veteran left active duty before January 1, 2013; thereafter, the benefit expiration date was removed.

About 790,000 beneficiaries received Post-9/11 GI Bill educational benefits in FY 2016, with approximately 130,000 of those starting their benefits that year. Of those who started receiving benefits in FY 2016, about half were pursuing an undergraduate degree, about a quarter were in college pursuing a non-degree program, and another fifth were at a vocational/technical institution. Consistent with these official statistics, the analysis in Wenger et al. (2017) suggests considerable enrollment in non-degree programs and considerable enrollment at institutions focused on veterans with GI Bill benefits.

---

69 For further discussion of the use, adequacy, and issues with the Post-9/11 GI Bill, see Steele et al. (2010), Buryk et al. (2015), and Wenger et al. (2017). In particular, Appendix A of Wenger et al. (2017) provides historical detail on the evolution of the GI Bill and forces leading to the 2008 revisions.


5. Extant Data Source Options

This chapter provides background on promising data sources that potentially generate insight into the research questions outlined earlier (see Exhibit 2.1). Section 5.1 summarizes the research challenges that the study’s data sources will need to be able to address. The subsequent sections describe extant data sources that could potentially be used to meet those challenges: administrative data sources (Section 5.2) and existing surveys (Section 5.3).

5.1 Overview of Data Requirements

To understand the issues discussed in this chapter, consider Exhibit 5.1, which depicts the database construction task graphically. The rows of the figure correspond to the groups specified by the DOL’s RFP and statute.

Exhibit 5.1. The Database Construction Elements

<table>
<thead>
<tr>
<th>Group</th>
<th>Veterans Status</th>
<th>Utilization of Workforce System</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Veterans in the workforcea</td>
<td>Intensive services</td>
<td>Outcomes for Group 1</td>
</tr>
<tr>
<td>2</td>
<td>Only non-intensive services</td>
<td>Only non-intensive services</td>
<td>Outcomes for Group 2</td>
</tr>
<tr>
<td>3</td>
<td>None</td>
<td>None</td>
<td>Outcomes for Group 3</td>
</tr>
<tr>
<td>4</td>
<td>Veterans not in the workforce</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Non-veterans</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a “In the workforce” means working or actively searching for work (per Bureau of Labor Statistics).

Specifically, the DOL’s RFP and statute expresses interest in outcomes for the three workforce system utilization groups—(1) veterans using intensive workforce services; (2) veterans using only non-intensive workforce services; and (3) veterans in the workforce but using no workforce services—and no interest in two other groups, (4) veterans not in the workforce and (5) non-veterans.

To support this precise level of targeting, the study must complete three steps:

1. Build a list of veterans in the workforce.
2. Classify those veterans by their use of workforce services.
3. Tabulate outcomes for each group.

The design challenge is how to complete those three steps in a cost-efficient and technically sound manner. Conceptually, each of these steps could be addressed with extant data (administrative or survey) or with a new study-specific survey. When feasible, studies using extant data are preferable. Any new survey effort is likely to have substantial cost, whereas the cost of accessing existing data is likely to be much lower.

When extant data sources include the topics of interest, administrative data are a particularly useful source for several reasons:

- **Sample Size and Representativeness.** The large number of veterans and even a small cost per case implies that survey samples will include only a small fraction of all veterans (perhaps a few thousand out of more than 10 million veterans in the workforce). Difficulty reaching sampled members and
completing interviews with them implies a concern about non-response bias; that is, that—even after weighting—survey respondents are not representative of the population of interest.

In contrast, for a nearly fixed (i.e., invariant with respect to the number of veterans for whom data are accessed) and relatively low total cost (compared with a survey), administrative data will usually provide information on all veterans in the system. Larger samples enable more precise estimates and the ability to do subgroup analyses, even on smaller subgroups. Furthermore, there is no non-response bias.

• **Data Quality.** Administrative sources are likely to provide higher quality data—for domains covered. They are not perfect, and errors and omissions can occur. But issues tend to be less common than in survey data. For example, it is a felony for an employer to misreport earnings paid for Unemployment Insurance taxes or for an individual to underreport earnings on a tax return. 

  By contrast, survey responses are subject to response error; that is, respondents simply do not remember or might choose not to give the true answer.

  In completing a survey to identify those using workforce services, the respondent faces two challenges. First, the respondent must correctly date any interaction with the workforce system during the prescribed timeframe (likely to be 1 year). The concern is telescoping; that is, that some interaction more than a year earlier will be included, or that some interaction within the year will not be included. Second, even if the timing of the interactions is accurately established, the interactions need to be properly classified. Respondents are unlikely to be able to accurately distinguish intensive from non-intensive workforce services or recall the particular funding stream through which they received services.

• **Frequency and Accuracy of Information.** Administrative data are likely to include more time points. In theory a survey can ask about information from multiple past time points, but recall is sufficiently problematic that questions about earlier outcomes yield poor data. Thus, in practice, a survey only has information as of each interview. In contrast, administrative data sets usually contain information for each point in time or for intervals (calendar quarters or years)—from before the study started and updated throughout the period of the study.

That said, however, extant data—and in particular administrative data—do not cover all outcome domains. Instead, data to answer some research questions might be obtainable only via a survey. Section 6.1 of this chapter inventories to what extent research questions could be addressed with extant data versus a new study-specific survey.

### 5.2 Administrative Data Sources

This section considers issues related to a study design that would use only administrative data to construct a sampling frame, and perhaps, even for outcomes. Consistent with Exhibit 5.1, a purely extant-data-based study design would proceed as follows:

1. Some extant data system would be used to identify veterans; that is, to provide their SSNs.

---

72 The statements in the text refer to salaried earnings. Many such sources exclude self-employment income. In addition, informal employment is often not reported for tax purposes and therefore does not appear in administrative data.
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2. Some—likely different—extant data system would be used to classify veterans by their use of the workforce system. The result would be a list of veterans classified by utilization group.

3. This list could then be matched to some other—again, likely different—extant data system containing information on outcomes of interest (e.g., earnings).

4. In later years, match again to data on outcomes, thereby fulfilling the requirement for a “longitudinal” study.

The resulting database would then be used to tabulate outcomes for the three prescribed groups of veterans.

The balance of this section attempts to identify administrative data systems that potentially support each of these steps. Section 5.2.1 discusses DoD data that might provide a list of veterans and their basic demographic characteristics (e.g., date of birth, gender, education at exit from military service). Section 5.2.2 discusses DOL data that might provide information on use of the workforce system. Finally, Section 5.2.3 discusses data that might provide information on outcomes of interest; in particular, earnings.

5.2.1 Department of Defense Data

Several DoD data sets contain information that could be used to help construct a sampling frame or to answer particular research questions. We describe them below. RAND uses these data in its merged analysis file of veterans’ labor market experiences (see Section 7.2).

- **Work Experience File (WEX) and Personnel Master Files.** DMDC maintains the Active Duty Military Personnel Master file and Reserve Components Common Personnel Data System file, which contain information on each service member’s military career history. From these files, DMDC constructs the WEX, which provides a monthly snapshot of service members’ enlistment status, pay grade, unit, component, military occupation, and educational attainment in each month, starting September 30, 1999. The WEX can be used to compute length of service, pay grade/rank, educational attainment, and military occupation at the time of separation (Martorell, Klerman & Loughran, 2008; Charles Goldman’s discussions with DMDC).

  A list of veterans is crucial information for constructing the sampling frame required to address DOL’s research questions. In principle, **WEX could be used to construct a list of veterans.** It is thus a crucial potential source for a frame. The Defense Enrollment Eligibility Reporting System file, described below, can be linked to the WEX to add background variables that could be used as control variables in a propensity score matching study of the causal impact of workforce services (see Section 8.2).

- **DD Form 214 (Separation) Database.** DMDC maintains a record of each service member’s separation from the military, which is provided on paper to each member on Form DD 214. This database records the separation date and a standardized reason-for-separation code, which indicates whether the service member is separating because of normal end-of-service (short of retirement), retirement, service-related or other disability, or discharge for conduct or legal reasons such as drug and alcohol use or criminal conviction (information derived from Charles Goldman’s discussions with DMDC).

  This file contains the information on reasons for discharge required by RQ 12.
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- **Prior Service Military Address File.** This database contains a list of Individual Ready Reserve (IRR) members across all services and components maintained and distributed jointly by DMDC and DoD’s Joint Advertising Market Research & Studies program. For each veteran who left active duty in the last 5 years, this file contains basic demographics and information on service history, separation, and address (as of separation). DMDC used this file as a frame for a 2011 survey of IRR knowledge and attitudes about the reserves (this is the data used by Wiggins, Evans, Luchman, & Gibson [2014]).

Two decades ago, Ramsberger, Barnes, & DiFazio (1995) used these data as a frame for their Army Alumni Survey.

This file contains address information for veterans although it is often outdated.

- **Military Entrance Processing Command (MEPCOM).** The military collects MEPCOM data to screen potential recruits. This information about each applicant includes educational attainment, height and weight (and thus Body Mass Index), results from the physical exam, a background check (to look for contact with the criminal justice system), drug and alcohol tests, and the AFQT percentile score. The AFQT score in particular is a very important measure of cognitive ability and has been shown to be a powerful predictor of labor market earnings (Neal & Johnson, 1996). Other information contained on the application record includes date of application, the service component to which the applicant applied, and basic demographic information (race/ethnicity, gender, and age). The MEPCOM records also include an applicant’s home state and county. Officers and officer candidates are not included in this database (Martorell et al., 2013; Loughran et al., 2011). Angrist (1998) used these data in his analyses of the impact of voluntary enlistment on earnings.

This file contains detailed background information as of enlistment (e.g., test scores, height, weight). It thus provides valuable control variables for a propensity score matching study of the causal impact of workforce services (see Section 8.2).

- **Defense Enrollment Eligibility Reporting System (DEERS).** The DMDC maintains DEERS to store basic personnel information about service members and their dependents, including detailed addresses. While a service member is in the military, the database provides monthly information about family status, identifying all dependents such as spouse and children. These dependent records can provide a means of linking family members for analytic purposes. The records also include military occupation, gender, race/ethnicity, age, educational attainment, and marital status. These records are not updated after a service member leaves the military. They are thus of only limited use for analyses of veterans.

- **Pay Files.** DoD maintains the Active Duty Pay file, Reserve Pay file, and Retiree Pay file, which record monthly military pay, bonuses, and allowances during each member’s service time, as well as retirement pay for those eligible (Martorell et al., 2008).

---

73 The Individual Ready Reserve is an unpaid, non-drilling, reserve component of the U.S. military. Voluntary military enlists incur a mandatory service obligation. Some of that obligation is spent on active duty or in the Drilling Reserves; the balance is spent in the Individual Ready Reserve. DoD reserves the right to call them back to active duty, usually after exhausting Active and Drilling Reserve members.

Crucially for our purposes, IRR members are required to notify DoD of any change in address. The quality of the address data has been the subject of some discussion and some process changes. Nevertheless, Wiggins et al. (2014) achieved only a 17 percent response rate to a mail survey. Given mail survey rates with better address data (about 50 percent for address-based sampling), this might suggest poor address data.
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- **GWT Contingency File.** DMDC maintains this file, which is intended to include a record for every activation (of a reservist) or deployment (of an active duty service member) after September 11, 2001, in support of the Global War on Terror (GWT). Each record in the file includes the start and end dates of each activation or deployment. This file can be used to calculate the cumulative amount of time a service member was activated or deployed (Martorell et al., 2008).

5.2.2 **Department of Labor Data**

This section begins with a discussion of DOL-held workforce data, which is compiled from data submitted by states on individuals’ workforce system use. It then considers state data on UI payments.

- **DOL Workforce Data.** Each quarter, states submit to DOL data on individuals served by the workforce system, using a consistent record layout specified by DOL. In 2016, DOL introduced a new layout (the Participant Individual Record Layout, or “PIRL”) to integrate performance tracking across the various funding streams and programs in its workforce system—including services funded through JVSG, ES, and WIOA. States are to submit to DOL participant records each quarter. DOL combines these records into a single national file of individual-level workforce data. Crucially for the study, these DOL workforce data contain details on the types and timing of intensive and non-intensive services received, which funding stream (e.g., WIOA, JVSG, ES) provided the services, participants’ demographics including veteran status, and place of residence (state, county, zip code).74 For performance reporting purposes, it also contains information on participants’ employment and earnings outcomes, though limited in time frame and level of detail.

In principle, **DOL workforce data could be used to categorize veterans by their use of the workforce system,** crucial information for constructing the sampling frame required to address the study’s research questions. In addition, DOL workforce data include participants’ demographics and a variety of barriers to employment, including disability status,75 useful for describing characteristics of veterans served by AJCs.

In the near term, the data quality and completeness of DOL workforce data since the PIRL layout was implemented are uncertain. The variety of state entities involved in reporting data are likely to experience some degree of challenge in transitioning to a new system. These challenges are likely to be progressively worked out over time, but any study using the data will need to ensure that data

---


75 DOL workforce data contain several variables that capture whether the individual has a disability and type of disability. With regard to veterans, there is a “Disabled Veteran” field, which is coded as follows (1=Yes; 2=Yes, Special Disabled; 3=No): “Record 1 if the participant is a veteran who served on active duty in the U.S. armed forces and who is entitled to compensation regardless of rating (including those rated at 0%); or who but for the receipt of military retirement pay would be entitled to compensation, under laws administered by VA; or was discharged or released from activity duty because of a service- connected disability. Record 2 if the participant is a veteran who served on active duty in the U.S. armed forces and who is entitled to compensation (or who but for the receipt of military retirement pay would be entitled to compensation) under laws administered by the VA for a disability, (i) rated at 30 percent or more or, (ii) rated at 10 or 20 percent in the case of a veteran who has been determined by VA to have a serious employment handicap. Record 0 if the participant does not meet any one of the conditions described above. Leave blank if data element does not apply to the participant.” Source: PIRL Documentation (OMB Control Number 1205-0521 ETA-9172 Expiration Date: 06-30-2019).
completeness and quality are fully understood (e.g., if all states are submitting files and if files that are submitted contain unique records for each participant spanning all programs).

A more serious concern is the lack of an SSN for participants in most programs. States are required to collect SSNs in their operation of WIOA. The states use those SSNs to link to earnings data in order to report WIOA (and previously WIA) standard outcomes (e.g., employment and earnings). However, though states collect SSNs, they are statutorily prohibited from sending them to DOL for inclusion in DOL’s workforce data:

29 USC 3341 SEC. 501. Privacy.

(b) (1) In general—Nothing in this Act (including the amendments made by this Act) shall be construed to permit the development of a national database of personally identifiable information on individuals receiving services under title I or under the amendments made by title IV.

(2) Limitation—Nothing in paragraph (1) shall be construed to prevent the proper administration of national programs under subtitles C and D of title, or the amendments made by title IV (as the case may be), or to carry out program management activities consistent with title I or the amendments made by title IV (as the case may be).

It is important to note that this general prohibition on collection of SSNs applies only to programs authorized under title I and title IV of WIOA. JVSG and Wagner-Peyser ES are not directly covered by that restriction.

5.2.3 Earnings Data

As noted in 5.2.2, workforce data for individual participants contains some data on employment and earnings, though limited in time frame covered and available only for participants in the workforce system, not for veterans who have not used services. This subsection considers additional sources for earnings and income data.

Any of the files discussed in this subsection could provide administrative data on employment and earnings. Employment and earnings are outcomes required by DOL’s solicitation and the statute. Furthermore, earnings are the conventional focal outcome for analyses of the causal impact of the workforce system. Finally, pre-intervention earnings are a key control variable in propensity score matching approaches to causal impact analysis (see Section 8.2).

- **State UI Quarterly Wage Data.** By law, most employers are subject to a state Unemployment Insurance tax and must report quarterly, to the state UI agency, the earnings of each of their employees. These records are used to determine workers’ eligibility for UI benefits if they apply for them. Hence, the wage records collected by the state UI agency consist of quarterly earnings, by employer, for all UI-covered employees in the state.

Relative to survey data on earnings, these state UI quarterly wage data are relatively inexpensive to collect and thus can be collected for a large sample for a long period of time (although data retention policies vary across states, with some states destroying data after a lag of only a few years). Thus, they allow precise estimates, for a whole sample and for subgroups, of net impacts of WIA on two of the evaluation’s most important outcomes—employment and earnings. They also are fairly uniform across states and over time, a characteristic that facilitates a straightforward approach to analysis. Compared with survey data, UI wage data have the advantage that they are not subject to potential biases due to recall error and survey non-response.
These data do have drawbacks, however. First, though UI wage records cover more than 90 percent of workers, some important categories of workers are excluded, including federal employees, military personnel, and the self-employed. Second, the records do not provide data on earnings that employers do not report (i.e., off-the-books earnings). Third, the records will miss earnings if the SSN is reported incorrectly by the worker or by the employer.

Finally, the UI wage records in any given state do not cover a worker’s earnings in another state. If a Local Workforce Investment Area is close to the border of a state, and it is likely that a large number of its customers might have earnings in the adjacent state, then we will investigate the possibility of collecting wage records from the adjacent state, as well. Another approach would be to explore access to the Wage Record Interchange System (WRIS), perhaps through participating states. WRIS is the system that states currently use to explore out-of-state earnings.76

Such state UI quarterly wage data were a standard source of administrative data on earnings in the 2000s. For two reasons, they have received less use more recently. First, national compilations of state UI quarterly earnings data (e.g., the National Directory of New Hires discussed below) are now available. Those compilations address concerns about missing out-of-state earnings and allow access to nationwide data without negotiating with all states individually. Second, privacy concerns have made access much more difficult and sometimes impossible.

- **National Directory of New Hires (NDNH).** Compiled by the Office of Child Support Enforcement (OCSE) at the Administration for Children and Families (ACF), within the U.S. Department of Health and Human Services (HHS), NDNH is a national database compiled from state UI quarterly wage and benefit records, augmented with federal date-of-new-hire data (Form I-9, Employment Eligibility Verification)77. That NDNH has national coverage makes it a more cost-effective source of those data than does approaching states individually for their records. HHS also has more-standardized procedures for requesting NDNH data than do states, with which arranging data sharing agreements can be more uncertain. ACF/OCSE makes data available for “research found by the Secretary … to be likely to contribute to achieving the purposes of part A or part D of the Social Security Act. 42 USC §653(j)(5)” (ACF/OCSE, 2017). These data are regularly used by federal research efforts on job training and other interventions.

DOL/CEO has extensive recent experience using these data for evaluations. Some time is required to complete agreements for data access, but recent experience suggests that a DOL study is sufficient justification. ACF/OPRE’s experience is similar. Both organizations have limited-access servers that already host de-identified NDNH data and procedures to conduct disclosure review.

A drawback is that researchers do not have access to identified data. Instead, ACF/OCSE de-identifies data before providing them to a research team. To link NDNH data to other data sources, the team submits a file to ACF/OCSE, which then merges the submitted data to the requested NDNH quarterly file(s) and returns a de-identified file to the researchers. By contrast, in requesting UI data directly from states, it may be possible to receive files with SSNs included.

---

76 For more on WRIS, see https://www.doleta.gov/performance/wris.cfm.
77 https://www.uscis.gov/i-9
Another drawback of the NDNH data relative to state files is that the NDNH’s data on UI claims are less rich than in state UI benefits files. But the information on total quarterly benefits received should be sufficient for the study’s purposes.

- **Social Security Administration (SSA) Earnings Data.** In its Master Earnings file, the Social Security Administration records individuals’ earnings from all sources subject to Medicare taxes, which covers almost all U.S. employers and self-employment. These data can be used to track earnings after veterans’ separation from active duty service, and RAND has done so under data-sharing agreements. Angrist (1998) used these data in his analyses of the impact of voluntary enlistment on earnings. SSA controls the data and access is severely limited. Analysts submit SAS® software programs, which SSA runs and then returns output.

  Discussions with SSA staff suggest that gaining access to these data for this study would be a challenge. SSA has recently constricted the terms under which it grants access. To gain approval to access SSA data, the requester must establish how the study would provide direct benefit to the operation of SSA programs. Further investigation and conversation would be required to determine whether this study could meet that standard.

- **Internal Revenue Service (IRS) Tax Records.** These are the most comprehensive, highly detailed data on income in the United States. Virtues of tax records include that the data:
  - Cover essentially the entire U.S. population;
  - Include all sources of household income, whether earned or unearned;
  - Include earnings for each member of a household, including earnings that fall outside of covered employment for Unemployment Compensation;
  - Are available for all years; and
  - Contain identifiers (SSN, name, etc.) that permit the data to be merged to other sources.

  A disadvantage is that most information is available at an annual (not quarterly) frequency. Another disadvantage is that tax data are also extraordinarily highly protected. The IRS typically awards access through a restricted number of research solicitations. Researchers are also typically not allowed direct access to the microdata. Instead, researchers submit software programs to the IRS, and IRS staff run the programs to perform the analyses. There is some precedent for researchers directly analyzing data on-site at the IRS, working under the supervision of Treasury Department employees (Mervis, 2014). We would need to talk with Treasury staff to determine whether it would be feasible to access IRS data, and if so, under what conditions. Discussions with other researchers suggest that IRS data are the hardest data to which to gain access.

5.2.4 Other Administrative Data Sources

This section briefly describes other potentially promising administrative data sources.

- **State Unemployment Insurance (UI) Payment Data.** State UI files are one potential source of data on UI claims and benefit receipt by sample members. Although the specific data elements included in

---

UI claimant files vary across states, most states include the date an individual filed a claim, the industry in which the claimant had been working, eligibility status, the maximum benefit amount, the dollar amount of benefits paid, and the number of weeks in which payments were made. This file would also include information on the type of UI benefit paid (e.g., regular UI, UCX, Emergency Unemployment Compensation). An important strength of these administrative data is their accuracy; exact amounts and dates of benefit receipt are available, and accuracy does not depend on sample members’ powers of recall, as it does in surveys.

This file contains the information on Unemployment Insurance receipt, as required by DOL’s solicitation and by statute.

A design using state UI data would request files from both post-intervention and pre-intervention periods. Post-intervention UI benefit data are a potential source of outcomes data on benefit usage for the impact and cost analyses. Pre-intervention benefit data may also be useful as a matching variable or covariate in impact analyses, or as a way to group individuals by past unemployment duration in descriptive tabulations.

- **DD Form 214 List of Veterans.** VA maintains a list of veterans based on DD Form 214 data. The data are complete back to exits in the early 1970s. Data earlier than that appear to have been destroyed in a fire (such that DoD may not have access to those data either). More current information on veterans (e.g., address) is maintained in the “Corporate Record” in the Veterans Benefits Management System—but only for those veterans who have used VA benefits. That system centralizes most VA individual-level records. The exceptions are healthcare utilization records (in a separate VA health system database) and GI Bill education benefits (see below). Those data systems may have more current contact information.

- **Post 9/11 GI Bill (PGIB) Data.** The VA maintains data on PGIB usage. Since September 2015, DMDC has maintained several files containing that information, which include cumulative data on when and at which institutions veterans use their GI Bill benefits for themselves and their dependents. Such data have been supplied through DMDC to RAND, but only for a limited duration. These files have been used in one RAND study (Wenger et al., 2017).

- **Other VA Veterans Benefits.** Information on most VA benefits, including cash payments to services delivered to disabled veterans, are maintained in the Veterans Benefits Management System.

- **National Student Clearinghouse (NSC).** Founded in 1993, NSC is a nonprofit organization that contracts with institutions of higher education to verify college enrollment and degree receipt for student loan agencies. NSC allows agencies and researchers to use enrollment data for a fee to track individuals as they transition in and out of college and complete college degrees. NSC maintains college enrollment data for institutions in years in which those institutions had an active contract with NSC. Between 1993 and 2010, NSC’s coverage of college enrollment grew from 13 to 93 percent of all college enrollments. NSC also maintains a degree verification service for participating institutions. In 2010, about 70 percent of all U.S. colleges participated in this service. Participating institutions submit electronic degree records for all available years (Loughran et al., 2011). Recent changes have further expanded coverage of community colleges and non-degree-granting programs. These data were used by Loughran et al. (2011) in their analysis of the causal impact of military service on educational attendance and attainment. The data are also used widely by studies of the causal impact of job training. The Army is also using these data (see discussion in Section 7.2).
5.3 Existing Surveys

The previous section considered extant administrative data; this section considers existing surveys. Such surveys are of interest for several complementary reasons. First, a study might be able to link to them to provide outcomes (i.e., the final column of Exhibit 5.1). Second, they might provide information towards a sampling frame (i.e., the first two columns of Exhibit 5.1), for which the next chapter discusses challenges and opportunities. Third, they might provide free-standing data that would address some of DOL’s research questions. Finally, existing surveys provide insights into how a study-specific survey might be structured.

Specifically, this section considers four survey efforts: the Current Population Survey and its annual Veterans Supplement, the American Community Survey, the National Survey of Veterans, and the VA Longitudinal Survey.

- **Current Population Survey (CPS).** The CPS is a nationally representative monthly survey of approximately 60,000 addresses conducted by the Census Bureau for DOL/BLS. The survey’s target population is non-institutionalized civilians. Members of the active duty military in surveyed households are excluded from tabulations. Veterans—that is, those who have left active duty—are included in tabulations.

  Veterans in the workforce are about 5 percent of the adult population, and households have an average of two adults; thus, the CPS captures about 5,000 veterans in the workforce. For aggregate tabulations, these sample sizes are more than sufficient. However, for tracking month-to-month or year-to-year changes or for tabulations of subgroups (e.g., by age bands), the samples are on the small size (see discussion in Section 3.2.1). As a result, there is considerable sampling variability; apparent, even moderate differences across time and between groups are often simply due to statistical noise. The survey attempts to interview the household at the sampled address. Households that move are not followed. In various calendar months, the CPS includes additional questions on certain topic areas.

  The primary purpose of the survey is to promptly generate monthly unemployment statistics. To that end, the survey interviews households for 4 months in a year, for the same 4 months in the next year (separated by an 8-month period of being out of the survey), and then drops the case. This design increases the precision of month-to-month and year-to-year changes. However, the design implies that the number of unique addresses in a year is about 180,000 (i.e., 15,000 addresses beginning a four month period of interview × 12 months).

  For analyses of veterans, there are four related, but different, types of CPS data:

  - **Monthly.** In addition to the basic questions about labor force status (employed, sector, hours, unemployment), every month the CPS asks three basic questions about veteran status:

    - AFEVER Did (name/you) ever serve on active duty in the U. S. Armed Forces? 1=Yes, 2=No.
    - AFWHEN IF NECESSARY: Previously I was told that (name/you) served on active duty in the U. S. Armed Forces. When did (you/he/she) serve? Enter all that apply, separate with commas. Mark up to four that apply.
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data are used to generate monthly data on labor market status (e.g., employment rate, unemployment rate) by veteran status. Not-seasonally-adjusted statistics are reported in Table A-5 of the monthly “Employment Situation” news release. BLS appears to be moving to construct seasonally-adjusted estimates. DOL/VETS reports these monthly estimates prominently on its website (https://www.dol.gov/vets/) under “VETS News and Blog” and in its monthly newsletter (https://www.dol.gov/vets/newsletter/).

- Because of the CPS’s 4/8/4 sampling scheme, any comparisons across months need to carefully adjust for the month-to-month and year-to-year sample overlap. Savych et al. (2008), Walker (2008, 2010), and Loughran (2014) use annual averages of monthly data.

- These monthly files are merged across months to generate much larger samples and therefore more precise estimates. Such merged estimates are reported, with appropriately computed standard errors, in the annual March or April Bureau of Labor Statistics news release “The Employment Situation of Veterans.”

- **Veterans Supplement.** Since 2011, in August of each year, the CPS includes a supplement with additional questions about veterans, including service branch, National Guard membership and active duty service, service-related disability, timing and location of service, participation in TAP and satisfaction with it, post-service job training, and other contact with the workforce system and satisfaction with it. Jointly funded by the VA and DOL/VETS, these data are also reported on in the annual BLS “The Employment Situation of Veterans” news release. Greenberg and Rosenheck (2007) use the 1989, 1999, and 2003 data. Walker (2010) uses the 2009 data.

- Given that the CPS Veterans Supplement is funded by VA and DOL/VETS, it might be possible to change the specific questions asked in service of this study. However, doing so does not seem promising. With about 5,000 veterans in the workforce captured by CPS, we would expect to find only about 100 who used intensive workforce services. That sample seems too small to answer the study’s research questions.

- **Annual Social and Economic Supplement (ASEC).** For more than half a century, in March of each year (as respondents are completing their income tax forms), the CPS includes a supplement collecting detailed information on annual earnings and participation in public programs (e.g., TANF, SNAP, Medicaid). However, information on veteran status is limited to the three questions from the monthly questionnaire. Thus, these data can be used to tabulate detailed information on income and program participation by simple measures of veteran status.

1=September 2001 or later, 2=August 1990 to August 2001, 3=May 1975 to July 1990, 4=Vietnam Era (August 1964 to April 1975), 5=February 1955 to July 1964, 6=Korean War (July 1950 to January 1955), 7=January 1947 to June 1950, 8=World War II (December 1941 to December 1946), 9=November 1941 or earlier.

*AFNOW (Are / Is) (name/you) (now/still) in the Armed Forces?* 1=Yes, 2=No.


83 See https://www.bls.gov/news.release/vet.nr0.htm for the most recent release, covering calendar year 2016.

84 See https://www2.census.gov/programs-surveys/cps/techdocs/cpsaug16.pdf (especially Attachment 8) for more detail.
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**Outgoing Rotation Group Questions.** In months 4 and 8 (known as the “outgoing rotation groups” because they will not be surveyed in the next month), the CPS asks additional questions about usual hours worked, usual hourly earnings, and usual weekly earnings. However, information on veteran status is limited to the three questions from the monthly questionnaire. Thus, these data can be used to tabulate limited information on earnings by simple measures of veteran status. Merging interviews across the 12 months in a calendar year, this yields a sample three times as large as in the ASEC or any other single month. Walker (2010) uses these data.

- **American Community Survey (ACS).** The ACS is another Census Bureau survey with a much larger sample—more than 3.5 million annually. After the 2000 Census, the ACS replaced the Census Bureau’s Long Form, becoming the nation’s most definitive source of information on population characteristics—including data on income, receipt of government benefits, household composition, and demographics.

  Crucially for purposes of the study, the ACS includes the following questions on veteran status:

  - “Has this person ever served on active duty in the U.S. Armed Forces, Reserves, or National Guard?” (The survey has response options for never served, served in reserve components only, or have served on active duty.)
  - “When did this person serve on active duty in the U.S. Armed Forces?” (Response categories are provided for different military campaigns or periods between active campaigns.)
  - “Does this person have a VA service-connected disability rating?”
  - If the person has a disability rating, “What is this person’s service-connected disability rating?”

The Census Bureau regularly uses the ACS for analyses of veterans. For example, Census provides an infographic on the geographical distribution of veterans; Holder (2017) considers rural veterans, and Lofquist (2017) considers female veterans.

As we discuss in Section 7.3, the Census Bureau has an active program of matching administrative data to ACS data. In contrast to the CPS, it appears that the ACS is large enough to make that an option worthy of serious consideration.

It seems unlikely that additional questions could be added to the ACS. Even if possible, the timeline for doing so would be several years.

---

85 [https://www.census.gov/programs-surveys/acs/](https://www.census.gov/programs-surveys/acs/)

86 See [https://www2.census.gov/programs-surveys/acs/methodology/questionnaires/2017/quest17.pdf](https://www2.census.gov/programs-surveys/acs/methodology/questionnaires/2017/quest17.pdf) for the full questionnaire. The 2010 ACS Content Test explored questions about veterans status. Based on that test, the veterans questions were revised. See Holder and Raglin (2014) for details. The quoted question wording incorporates those revisions. See [https://www.census.gov/content/dam/Census/topics/population/veterans/about/historical-veteran-questions-and-instructions.pdf](https://www.census.gov/content/dam/Census/topics/population/veterans/about/historical-veteran-questions-and-instructions.pdf) for a discussion of veterans questions in the long history of the Census Bureau.

As is discussed in Section 7.3, there is some precedent for using the ACS as a sampling frame; that is, resurveying ACS respondents who indicate that they are veterans in the workforce. Conditions for doing so are extremely limited, but not impossible.

- **National Survey of Veterans (NSV).** For planning and evaluation of programs, the VA is required to monitor the characteristics, program utilization, and outcomes for veterans (Section 527, Title 38 U.S. Code). It does so in part by funding an intermittent National Survey of Veterans. NSVs were fielded in the late 1970s, 1987, 1993, 2001, and most recently in 2010 (Westat, 2010).

  The 2010 survey was conducted by Westat, using address-based sampling—that is, a stratified random sample of addresses. (We discuss ABS in detail in Section 6.2.2.) To the random sample of addresses, Westat matched information on the addresses of veterans from two DoD Prior Service Military Address files: one containing records for military retirees and the other containing information on active duty service members who had separated from active duty within the past 5 years. These addresses were more likely to include a veteran and were therefore oversampled.

  Overall, approximately 140,000 households were sampled. Sampled households were sent a pre-notification letter, a screener questionnaire that attempted to identify households with a veteran, and a thank-you/reminder card. Those 140,000 households were expected to include about 15,000 veterans. Projected responses rates were about two-thirds, yielding a final sample of about 10,000 veterans. In addition to returning the mail survey, households were given the option of responding online or by phone interview. Actual response rates were slightly lower, with 8,710 returned veterans surveys (58 percent). The low response rate presents a potential concern about how representative the sample is of the full population of veterans. Clearly VA and OMB felt that the lower response rate was acceptable, at least for the NSV.

  Discussions are now underway about a follow-on survey wave. VA has contacted the Census Bureau about the possibility of it doing the survey. Further follow-up with VA would be required to learn how those discussions have progressed.

- **VA Longitudinal Survey.** As required by the 2008 Veterans’ Benefits Improvement Act (PL 110-389), the VA is conducting a 20-year longitudinal study of the outcomes of individuals who apply for vocational rehabilitation and employment services and began rehabilitation plans in FYs 2010, 2012, and 2014. The study captures veterans’ post-program outcomes, including employment and earnings.
6. Potential Need for a Study-Specific Survey

Following the discussion of extant data above, this chapter turns to considerations related to the study fielding a new survey. To establish a point of departure, Section 6.1 begins by reviewing which research questions can be covered by extant data and which cannot. To address research questions that cannot be covered by extant data, a study-specific survey will be needed. In addition, a study-specific survey might be the best way to collect some or all of the information required for other research questions. Section 6.2 considers the closely inter-related issues of constructing a sampling frame and field methods. Section 6.3 considers strategies for addressing the requirement for a “longitudinal study” using a study-specific survey. Section 6.4 briefly considers survey content and possible sources for survey items.

6.1 Domain Coverage in Extant Data

As argued in Chapter 5, extant data are less expensive than a new survey, and they (especially extant administrative data) usually yield higher-quality information. Extant data do not cover all domains of interest in this study, however; that is, they do not allow answering all research questions.

The key extant data sources on veterans pertinent to this study appear to be the following:

- **Administrative data on veterans**—DoD and VA.
- **Administrative data on all workers**—NDNH, state UI data, SSA data on earnings (collected by the IRS and passed to SSA to establish eligibility for and the level of benefits), IRS tax return data.
- **Administrative data on workforce system users**—individual-level workforce data (either national DOL or state-held).
- **Census Bureau survey data**—the ACS.

Exhibit 6.1 summarizes which domains can be covered with which extant data. The first column lists the research questions. The second column provides a summary comment about which extant data source might help to address the research question(s). Navigational comments internal to the exhibit appear in <brackets>.

---

88  Research questions 1-16 are taken from the statute (see Section 2.2), slightly reordered. Research questions 17-19 are taken from DOL’s solicitation (see Section 2.3). Throughout, we recast the statute’s areas of interest as questions, usually using phrasing from the solicitation. In addition, we note the research questions for which the solicitation adds additional detail. Furthermore, in general, we reword the questions in term of the individual.
### Exhibit 6.1. Extant Data to Answer DOL’s Research Questions

<table>
<thead>
<tr>
<th>Research Question (RQ)</th>
<th>Availability in Extant Dataa</th>
</tr>
</thead>
</table>
| RQ 1. What are the types and packages of services or policy approaches provided under American Job Center’s job counseling, training, and placement service for veterans? | • Not descriptive—implementation  
• Does not require data on individual participants  
• Probably requires key informant interviews and site visits to AJCs  
• DOL or state workforce data can be used to capture services received by veterans served by a particular AJC |
| RQ 2. What key components or approaches are successful or contribute to the success of job counseling, training, and placement service for veterans? | • Not descriptive—causal  
• Requires data on outcomes and background variables <see preceding rows> |
| RQ 3. What are the costs of job counseling, training, and placement service for veterans? Do estimates of benefits of providing services or implementing policy outweigh the costs of those initiatives? | • Not descriptive—costs and cost-benefit  
• Requires data on outcomes and background variables <see preceding rows>  
• Requires cost data from AJC partners  
• Requires estimates of impact; in particular on earnings <see previous row> |
| RQ 4. What was the average number of months the individual served on active duty?   | • In DoD administrative data |
| RQ 5. What are the disability ratings of the individual?                            | • In DoD administrative data |
| RQ 6. Did the individual receive unemployment benefits? What type of unemployment benefits? b | • Any UI benefits: in the NDNH (quarterly) and in state UI data  
• Type of UI benefits: State UI payment data. |
| RQ 7. What was the average number of months the individual was employed during the year covered by the report? | • Monthly data on employment: does not appear to be available in any administrative data  
• Quarterly data on employment (i.e., positive earnings): in the NDNH and state UI data, and for 4 quarters after program exit in DOL or state workforce data  
• Annual data on employment (i.e., positive earnings): in SSA data and IRS tax return data |
| RQ 8. What is the employment status of each individual? What is the average number of months the studied veterans were employed during each of the 5 years under study? | <data same as previous row> |
| RQ 9. What was the average annual starting and ending salaries of the individual during each of the 5 years under study? | • If “salary” is interpreted as quarterly earnings by job: in NDNH data and state UI data  
• Hourly wage and earnings: in the ACS |
| RQ 10. What was the average annual income of the individual during each of the 5 years under study? | • If “annual income” is interpreted as annual earnings: in NDNH data and state UI data, as well as for 4 quarters after program exit in DOL or state workforce data  
• If “annual income” is interpreted to include individual sources of income beyond earnings (e.g., self-employment, investment income): in IRS tax return data  
• In the ACS |
| RQ 11. What was the average total household income of the individual during each of the 5 years under study? | • In IRS tax return data  
• In the ACS |
<table>
<thead>
<tr>
<th>Research Question (RQ)</th>
<th>Availability in Extant Data¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQ 12. Did the individual own their principal residences?</td>
<td>• In the ACS</td>
</tr>
<tr>
<td>RQ 13. Does the individual believe that any service provided by a Disabled Veterans’ Outreach Program specialist or Local Veterans’ Employment Representative helped the individual to become employed?</td>
<td>• Appears unavailable in any extant data</td>
</tr>
<tr>
<td>RQ 14. For those individuals who believe that such services helped the individual to become employed, (i) did the individual retain the position of employment for a period of 1 year or longer; and (ii) does the individual believe that such a service helped the individual to secure a higher wage or salary?</td>
<td>• Appears unavailable in any extant data</td>
</tr>
<tr>
<td>RQ 15. Under what conditions was the individual discharged or released from the Armed Forces?</td>
<td>• In DoD administrative data</td>
</tr>
<tr>
<td>RQ 16. Has the individual used any educational assistance to which the individual is entitled under this title?</td>
<td>• In VA administrative data</td>
</tr>
<tr>
<td>RQ 17. Has the individual participated in a rehabilitation program under chapter 31 of this title?</td>
<td>• In VA administrative data</td>
</tr>
</tbody>
</table>
| RQ 18. Did this individual have contact with a One-Stop Career Center employee while attending a workshop or job fair under the Transition GPS Program of the Department of Defense? | • Available in DOL or state workforce data  
• Might be available in the CPS |
| RQ 19. What are the demographic characteristics of this individual?                    | • Some demographic information (e.g., gender, age, race/ethnicity): in DoD administrative data and DOL or state workforce data  
• More demographic information (e.g., marital status, number of children living at home): in the ACS |


Note: Unless otherwise noted, all research questions are descriptive.

¹ Non-descriptive questions noted.

Types of UI include regular UI, UCX/Unemployment Compensation for Ex-Servicepersons, UCF/Unemployment Compensation for Federal Employees, and various recession-period UI programs (EUC/Emergency Unemployment Compensation, EB/Extended Benefits). A broader set of types would also include Interstate Claim for Benefits and Combined Wage Claims. For example, see [http://labor.alaska.gov/unemployment/ui-types.htm](http://labor.alaska.gov/unemployment/ui-types.htm) for more on these various types of UI.

We interpret Exhibit 6.1 as implying that a pure administrative data study could address most—but not all—of the research questions. In particular, the key administrative data systems are DoD personnel files (for demographics, conditions of service, type of discharge, disability status), VA program records (use of education benefits and rehabilitation services), NDNH data (for quarterly earnings and employment), and DOL or state workforce data (for demographics, services received, and some employment and earnings outcomes).
This statement requires several caveats:

1. This statement assumes that we can construct an appropriate sampling frame—that is, a list of veterans, with identifiers (to allow matching), and assigning veterans to one of the three workforce system utilization groups, that assignment most likely from administrative data. The crucial role and challenge of constructing a sampling frame was emphasized in Chapter 2. Section 9.2 discusses “broad options” for generating such a frame. That discussion suggests that generating a frame without a new survey could be challenging.

2. In making that statement, we assume the following leeway in wording the research questions (DOL will ultimately need to determine the appropriateness of that leeway):
   a. *Monthly employment (RQ 7)*. Quarterly employment data are available in administrative data, though monthly data appear not to be available. Furthermore, it is unclear whether high-quality retrospective data on monthly employment could be collected—even in a new study-specific survey.
   b. *Type of UI benefits (RQ 6)*. Quarterly dollars of UI benefits are available in NDNH data, but not type. Type of benefits is available in state UI data, but not in any national database.
   c. *Starting and ending salaries (RQ 9)*. This is available in the NDNH, assuming “salary” is interpreted as quarterly earnings by job. Otherwise, this would probably require two new study-specific surveys (at the start and end of the 5-year study period).
   d. *Annual income (RQ 10)*. This is available in the NDNH, assuming “income” is interpreted as earnings. Otherwise, this would require IRS, ACS, or new study-specific survey data.

3. Data beyond what is contained in the four key extant administrative data systems (i.e., DoD personnel files, VA program records, DOL or state workforce data, and the NDNH) would be required to answer the following descriptive research questions:
   a. *Household income (RQ 11)*. This is available from IRS tax return data, in the ACS, or from a new study-specific survey.
   b. *Home ownership (RQ 12)*. That is available in ACS data or in a new study-specific survey.
   c. *Perceptions of the quality and impact of services (RQ 13 and RQ 14)*. Some relevant information might be available in extant VETS customer satisfaction surveys. But it is unlikely to be nationally representative and may not contain information on veteran status. Answering this research question will likely require a new study-specific survey.

6.2 Constructing a Frame for a Survey

DOL may ultimately determine that a survey is required, either because some of the key administrative data sources cannot be obtained or because some of the research questions do not appear to be answerable through existing data. This section describes approaches to creating the frame for a survey. These approaches vary with the information available to the study to identify and contact veterans in each of the three service-receipt groups specified by DOL and statute.

Broadly speaking, there are two approaches to building a sampling frame for a study-specific survey: (1) drawing a frame from merged administrative data or (2) starting from scratch and generating a study sample using address-based sampling (ABS). Frame creation is a key issue for the study. It is a primary
driver of the study’s potential costs, as identifying a sample without a pre-existing frame would be enormously expensive. Potential steps to reduce those costs would likely mean stratifying the sample in ways that reduce its statistical power. This section considers these two approaches in turn.

6.2.1 Constructing a Frame from Merged Administrative Data

The first approach begins from an administrative data frame. For cost reasons, this is by far the preferred option. But it requires overcoming substantial confidentiality and data access challenges. Creation of such a frame study might proceed as follows:

- Matching DoD data on veterans to workforce data from every state (DOL workforce data does not include SSNs and is therefore not sufficient\(^{89}\)) would yield a list of veterans—including their names, SSNs, dates of birth, and recent addresses—and their use of workforce services. Further matching to earnings data would allow excluding those out of the labor force—more precisely, those with no recent earnings.\(^{90}\)

- For a fee, a commercial data aggregator (e.g., Acxiom, [https://www.acxiom.com/](https://www.acxiom.com/)) could append to each record an address, telephone numbers, and email addresses. Some contact information could also be extracted from the Prior Service Military Address File and DoD’s DD Form 214 data (both of these data sources were discussed in Section 5.2.1; see Ramsberger et al. [1995] and Wiggins et al. [2014] for a similar strategy).

- A survey firm could use this information to field a survey using some combination of mail out/mail back, mail out/call back, mail out/web back, dial out (computer-assisted telephone interviewing, or CATI), or in-person locating—probably handing a cell phone connected to the centralized telephone center to the respondent (and then CATI).\(^{91}\)

6.2.2 Using Address-Based Sampling to Construct a Frame

In the absence of a proper frame, the alternative would be to randomly contact households looking for veterans. Until recently, that process would have involved random digit dial (RDD) of telephones—both landlines and cell phones (American Association for Public Opinion Research [AAPOR], 2017). But the more recently developed Address Based Sampling (ABS) approach is likely to be more attractive for this study.\(^{92}\) Under ABS, a stratified sample of all addresses—without any information on veteran status—is drawn from U.S. Postal Service Computerized Delivery Sequence (CDS) file.\(^{93}\) The survey is then conducted via mail-out/mail-back (not phone or email).

---

\(^{89}\) As mentioned earlier, JVSG is an exception. Because DOL has recently begun requiring states to include SSNs for JVSG participants in their PIRL submissions, a study limited to JVSG participants (rather than all veterans served by DOL programs in AJCs) could be conducted using national PIRL data, instead of state data.

\(^{90}\) The analysis would define group status (intensive, non-intensive only, or no services) based on one status in the base year. Over the next four years, outcomes and workforce systems use would be tracked. Nevertheless, for the study, group membership would be fixed based on use of the workforce system in the base year.

\(^{91}\) Available evidence in general (Medway & Fulton, 2012) and for ABS in particular (Montaquilla et al., 2013) suggests—counterintuitively—that offering multiple modes lowers response rates.

\(^{92}\) As with the National Survey of Veterans discussed in Section 5.3.

\(^{93}\) For more on ABS, see Brick et al. (2011), Montaquilla et al. (2013), Amaya et al. (2015), Williams et al. (2016), AAPOR (2017), and Couper (2017). For more on ABS as applied to the National Survey of Veterans, see Westat (2010) and Han et al. (2010).
The virtues of ABS, relative to RDD, are that:

- **ABS is cheaper per case.** ABS uses the Postal Service rather than RDD’s phone interviewers. Costs per case are therefore much lower than for RDD.

- **ABS allows oversampling of small areas** (Couper, 2017), whereas RDD does not (especially with the proliferation of cell phones). Because, veterans are geographically concentrated (as we show in Section 3.1), costs can be reduced by focusing mailings on those areas with proportionally more veterans.

In addition, as in the 2010 National Survey of Veterans, simple ABS could be augmented with address data from the Prior Service Military Address file, DoD’s DD Form 214 data, and Military Retiree Pay file. See the discussion of the 2010 NSV in Section 5.3 of this report, Westat (2010), and Han et al. (2010) for more ideas on field methods. See AAPOR (2017) for a current discussion of technical issues in ABS.

ABS need not be simple random sampling. A range of strategies would plausibly raise the probability of sampling a veteran in the workforce, and perhaps a veteran who uses workforce services or even intensive workforce services. The obvious strategy is to target mailings to where veterans are more likely to live. ABS uses street addresses. Those street addresses can easily be matched to information on low-level geography. ACS data can be used to tabulate the prevalence of a veteran in the household for relatively small areas (at least units of 100,000 and perhaps ZIP codes).

From there, a stratified sampling approach would sample all geographic units—to maintain national representativeness—but would sample units with higher fractions of veterans in the workforce at higher rates. For a given precision, this sampling strategy will have lower cost. The greater the geographic concentration of veterans—as opposed to equal dispersion—the greater will be the savings over unstratified random sampling.

Possible sources for information on where veterans might be more concentrated include:

- **Government lists of addresses for veterans.** A variety of sources might supply addresses for veterans. Those sources include DoD exit forms (DD Form 2648), Defense Enrollment Eligibility Reporting System data for current and past reservists, and VA address files.

- **Commercial data aggregators’ imputation of veteran status.** It is possible that some commercial data aggregator imputes veterans status for ABS sample files

None of these data sources provides a complete list of veterans. Even for veterans in these files, many of the addresses will no longer be current—with differing hit rates for different lists. Again, strategies would

---

94 The ACS could be used to identify areas with high concentrations of households with veterans in the workforce.


96 “Public Use Microdata Areas (PUMAs),” U.S. Census [website], https://www.census.gov/geo/reference/puma.html

97 “ZIP Code Tabulation Areas (ZCTAs),” U.S. Census [website], https://www.census.gov/geo/reference/zctas.html
involve sampling households on these lists and households not on these lists, with the former having much higher probabilities of selection.

### 6.3 Addressing the Requirement for a Longitudinal Study

The DOL solicitation and statute require a longitudinal study. Even if initial contact were through a survey, longitudinal follow-up might be possible through administrative data. However, longitudinal follow-up through a subsequent survey is also possible. Issues about access to administrative data—in particular, whether respondents to the initial survey will provide identifiers—might require that longitudinal follow-up also be via survey; i.e. multiple waves of a study-specific survey. Presumably, the first wave would collect contact and tracking information such that subsequent waves need not use ABS (or RDD). Even with contact and tracking information, a multiple-wave survey is likely to be quite expensive.

In part, the high cost of a longitudinal survey arises from the desire to achieve high response rates at subsequent waves in order to yield a truly longitudinal study. Such high response rates are likely to be particularly important for the rare cases who use intensive workforce services. Fielding costs per complete rise rapidly with the target response rate. Target response rates for subsequent waves would probably be 70 percent or above. To reach those response rates, more expensive field locating would probably be required.

In addition, the cost of a longitudinal survey is higher because of the need to remain in contact throughout the extended duration of the study. Current standard approaches to doing so involve moderate levels of inter-survey contact. Strategies include post cards and email attempting to catch change in contact information (e.g., address, telephone number, email account).

We defer discussion of appropriate sample sizes to later in the project. Here we note that DOL testimony on the proposed legislation mentioned 4,000 completed surveys in each of the three groups—veterans using intensive workforce services, those using only non-intensive workforce services, and those using no workforce services. For now, we will use those sample sizes. We acknowledge that they need to be revisited.

### 6.4 Survey Content and Survey Items

Having considered a frame and field methods in the previous sections, this section briefly considers survey content—on the assumption that there is only a survey. If a survey would be linked to and augment administrative data, survey content could be narrower.

Exact survey content would vary with information available from the frame. To save space on the questionnaire, information available from the frame or other existing data sources would not typically be collected again in a survey. Broad areas of survey content would likely include:

- *Veteran status*, perhaps confirming information from the frame

---

98 From testimony by then DOL Assistant Secretary for Veterans’ Employment and Training Kelly to the House Committee on Veterans’ Affairs, Subcommittee on Economic Opportunity on March 25, 2014, on the bill that would, ultimately, lead to this study. Written testimony prepared for the event included a discussion about goals and design options. That testimony suggested a target sample size of 12,000—4,000 veterans in each of the three utilization groups.
• Details of military service

• Broad classification of use of the workforce system and details of any contact (including veterans’ specific programs, non-veterans-specific programs, and non-DOL programs)

• Use and perceptions of the workforce system

• Basic demographics

• Outcomes as specified in the statute and DOL’s solicitation

If the goal is to link survey responses to administrative data and the frame did not include that information, then the survey would need to collect identifiers—name, date of birth, SSN. If, to address the requirement that the study be longitudinal, the plan was to interview the same veterans more than once, then the survey would want to collect additional contact information—other addresses, other phone numbers, other email addresses, social media accounts—for the respondent and for people likely to remain in contact with the respondent (e.g., family, close friends). That information would ease re-contact.

7. Matching across Data Sources

A key challenge in designing this study is to get access to three key pieces of information: (1) a list of veterans and their experience in the military; (2) a list of veterans using workforce services, with details on utilization; and (3) records of veterans’ earnings. To obtain those, the study would have to develop data sharing arrangements with data custodians from other federal or state entities, because DOL does not control data that provide that information.

Current statutes and interpretations thereof often lead data custodians to require that any access and use of their data benefit their agency. The statutory requirement that DOL conduct a study of its workforce system would likely not satisfy that requirement for custodians holding lists of veterans (item 1 above) and earnings data (item 3 above). Furthermore, there is a statutory prohibition on DOL constructing a national database of workforce utilization (item 2 above) that applies at least to the WIOA Adult and Dislocated Worker Programs (see discussion in Section 5.2.2).

Taking into account these challenges, this chapter considers options for matching across data sources. Section 7.1 describes strategies for merging and analyzing extant data. Section 7.2 discusses limitations to data sharing under the Privacy Act of 1974. Section 7.3 describes a broad data match done by RAND in close collaboration with the DMDC, which might serve as a partial model for data matches to be done as part of this study. Section 7.4 discusses matching extant data within the Census Bureau. Section 7.5 discusses a current data sharing arrangement between DoD and DOL that could provide a source of a list of veterans. Section 7.6 considers issues raised by matching data from a study-specific survey to extant data sources. Finally, Section 7.7 summarizes the key issues raised in the chapter, and what further exploration could be undertaken to identify solutions.

7.1 Strategies for Merging and Analyzing Extant Data

No single data source is sufficient to answer all of the study’s research questions; few of the research questions can be answered from any single data source. For example, assessing the impact of services on veterans’ outcomes requires merging data on services received with data on outcomes achieved. DOL or state workforce data is the best source of information on services received, but has only limited data on outcomes (in particular, employment and earnings). Thus, analyses of the relation between use of the workforce system and subsequent earnings would require merging individual-level workforce records with other sources of data on employment, earnings, and benefits received—such as NDNH, SSA, and/or IRS files.

7.1.1 Direct Versus “Safe Harbor” Matching

Generically, the problem is as follows. The study would benefit from—and some research questions likely require—merged data. The left side of Exhibit 7.1 represents the direct way to do so. In this example, the study has access to two data sets (DS-1 and DS-2) that have an identifier in common, usually the SSN. In that scenario, the study team can match the data itself.

This direct approach requires that the study have access to SSNs for both data sets. However, concern about privacy and data security lead many data custodians to refuse to release data files with SSNs.
Even with that restriction, data matching may still be possible. The right-hand side of Exhibit 7.1 depicts what we generically call “safe harbor matching.” In safe harbor matching, the study team never has access to SSNs for one and perhaps either data set. Instead, some third party (perhaps the custodian of one of the data sets) matches based on SSN, performing the matching inside its secure data facility. To do so, the third party replaces the SSN (and all other potential identifiers) in both data sets with a common identifier. This identifier, other being common between data sets, is meaningless (i.e., cannot be used to match to any data outside the safe harbor). Exhibit 7.1 uses Census Bureau terminology, where the common identifier (the SSN scrambled) is called a “Protected Identification Key,” or simply “PIK.” Some
data custodians that will not release data files with identifiers will allow safe harbor matching (inside a mutually acceptable safe harbor).

Some such safe harbor scheme covering a broad swath of federal data appears to be what the Commission on Evidence-Based Policymaking has in mind with its recommendation to establish a “Secure Data Service”:

The Commission’s recommendations for improved data access and strong privacy protections rely heavily on the establishment of the National Secure Data Service. Being able to combine data within a secure environment will be an increasingly vital aspect of the evidence-building community’s capacity to meet future demand from policymakers. Increased transparency will enable the public to be informed about how data are being used to improve their government, even as data are being stringently protected. ... The Commission’s recommendations to implement the National Secure Data Service include: Build on the infrastructure and expertise already developed in government, including at the U.S. Census Bureau, to ensure that data linkages and access to confidential data for statistical purposes are conducted in the most secure manner possible. (Commission, 2017, pp. 2-3)

Note, however, that such safe harbor matching would not provide the study with access to identifiers. A survey would therefore not be possible.

7.1.2 Three Variants of “Safe Harbor” Matching

Below are three potential ways to carry out safe harbor matching.

- **Variant 1. Third Party Matches Data and Returns a De-identified File to the Study Team.** The first variant will work when the study team is not allowed access to any of the data files with SSNs. The study team arranges for each of several data custodians to submit their files with SSNs to the third party. In each submitted file, the third party replaces each SSN with a PIK. The PIK’d files are returned to the study team, which merges them using the PIKs, and conducts the analysis on the study team’s own computers.

  This is the variant that RAND uses to analyze GI Bill data. The VA passes identified data to the DMDC, which then matches the VA data to DoD personnel data, de-identifies the data, and passes the matched de-identified file to RAND. RAND never sees the true identifiers.

  Clearly, this variant would only work for the VETS study if the study has no access to SSNs for any of the data sets. Having SSN access would allow the study to reverse-identify the SSNs from the PIKs.

- **Variant 2. Third Party Matches Data, and Study Analyzes Data on a Limited-access Server.** Under this variant, the study team arranges for data custodians (perhaps the study team itself) to submit their files with SSNs to the third party. The third party replaces each SSN with a PIK, then matches based on that PIK. The PIK’d files are then placed on a limited-access server. On the server, the study team

[99] Advancing the recommendations of the Commission, H.R. 4174, Foundations for Evidence-Based Policymaking Act of 2017, calls for establishing an Advisory Committee that would “evaluate and provide recommendations ... on the establishment of a shared service to facilitate data sharing, enable data linkage, and develop privacy enhancing techniques.” As of January 2018, H.R. 4174 had passed the House, but had yet to be taken up by the Senate.
matches the files using the PIK. Analysis is also conducted on the server. In some cases, remote
access to the server is allowed; in other cases, analysts must work at a designated and secure location.
Files are removed from that server only under pre-arranged and limited conditions—in particular,
aggregate tabulations only, no individual-level data, and no tabulations for small cells.

This is the variant that DOL’s Chief Evaluation Office and the Office of Planning, Research, and
Evaluation (OPRE) within ACF use for analysis of NDNH data for random assignment studies. The
study team collects SSNs and other information at application. Those SSNs are passed to ACF’s
Office of Child Support Enforcement, along with other information from the study, in a “pass-through
file.” OCSE replaces each SSN with a PIK on both the pass-through file and the NDNH data. Both
data files are returned to the study team on the limited-access server (to which remote access is
possible). The study team matches the data based on the PIK, does the analysis, and leaves the
aggregate results for disclosure review. Appropriate disclosure review is done by the appropriate
party (usually someone related to the limited-access server) and the aggregate results are return to the
study. Individual-level data are never passed outside the limited-access server to the study.

This also is the variant that the Census Bureau uses for analysts who want to match external data to
Census Bureau surveys. Examples include Davern, Klerman, Baugh, Call, & Greenberg (2009) and
Klerman, Davern, Call, Lynch, Ringel (2009). The study team has SSNs for its data. That external
data with SSNs is passed to Census. Census replaces the SSNs with PIKs and matches the external
data to its survey data. Analysis proceeds on Census’s limited-access servers (e.g., at Census
Research Data Centers). As an added level of security, Census requires that those working with the
data—even once SSNs are replaced by PIKs—obtain Special Sworn Status. Doing so requires a
background check and explicit promises not to release information subject to additional criminal
penalties. In addition, access is only at a secure facility (e.g., Census Bureau headquarters or Census
Research Data Centers). Aggregate results are left for Census Bureau disclosure review. Census staff
do appropriate disclosure review, and then aggregate results are released to the study. Again,
individual-level data are never passed outside the limited access server to the study.

This variant will work for the VETS study even if the study has access to SSNs for any of the data
sets. This variant would also work if the study ran its own survey and wished to match the results to
extant data—administrative data or other survey data. The study would pass data collected in its own
survey back into the safe harbor.

For most purposes, analysis using PIKs on a limited-access server is more than sufficient. It clearly
involves inconvenience and higher costs for the study team. That inconvenience and the higher costs
will be greater the more difficult is access to the limited-access server, the more congested is that
server, and the higher are the costs for using the server.

• **Variant 3. Third Party Matches Data and Performs Analysis.** Under this variant used with
especially highly protected data, the evaluation team never sees the merged data. Instead, the
evaluation team arranges for data custodians (perhaps the study team itself) to submit their files with

---

100 Both DOL/CEO and ACF/OPRE maintain such limited-access servers for this purpose.
101 See [https://census.gov/about/adrm/fsrdc/locations.html](https://census.gov/about/adrm/fsrdc/locations.html) for a list of the 29 current Census Research data centers.
102 This appears to be the specific variant that the Commission on Evidence-Based Policymaking (2017) has in mind.
SSNs to the safe harbor. The third party replaces each SSN with a PIK, matches based on that PIK. The study submits software programs, which are run by the staff of the safe harbor on its server. Aggregate results are reviewed for disclosure by the safe harbor and then released to the study.

This is the variant that SSA uses for access to SSA earnings data. It is extremely cumbersome. Debugging programs at arm’s length is challenging, especially because time between runs is in practice often days or longer. RAND has used this process for its analyses of earnings of veterans (Loughran, Klerman, & Martin, 2006; Martorell et al., 2008; Loughran et al., 2011).

This variant will work for the VETS study even if the study has access to SSNs for any of the data sets.

In summary, direct access to data is easier on the project. In contrast, access through a safe harbor increases costs and lengthens time lines. That said, several safe harbors—NDNH, SSA, Census—have well established protocols and long records of working with researchers. The requirement of using a safe harbor is clearly manageable.

### 7.2 Allowable Uses under the Privacy Act

Any data sharing approach must satisfy regulations under the Privacy Act of 1974 as amended (codified in 5 U.S.C., Section 522a) governs Federal agencies’ collection, storage, and use of personally identifiable information (PII) on individual U.S. citizens and residents. The Privacy Act specifies that agencies can only use and disclose PII in certain ways.

Agencies must publish and update a System of Records Notice (SORN) in the Federal Register for each data system. These SORNs serve to advise members of the public of the routine uses under which records of each data system may be disclosed outside the agency.

Any such disclosure outside the agency must be allowed by one of the following:

- A “routine use” specified in the SORN [5 U.S.C., Section 522a (b)],
- A specific exception listed in the Privacy Act [5 U.S.C., Section 522a (b)], the most relevant of which are
  - (4) to the Bureau of the Census for purposes of planning or carrying out a census or survey or related activity pursuant to the provisions of title 13
  - (5) to a recipient who has provided the agency with advance adequate written assurance that the record will be used solely as a statistical research or reporting record, and the record is to be transferred in a form that is not individually identifiable [emphasis added]
- Prior written consent of each individual whose information is recorded [5 U.S.C., Section 522a (b)],
- Another specific law allowing the disclosure.

---

104 FYI for you, if you care: the current administration has narrowed protection to citizens and lawfully admitted residents only. See e.g., https://www.pindrop.com/blog/executive-order-excludes-non-us-persons-from-privacy-act-protections/
The Privacy Act also restricts agencies from certain activities that match data in multiple sources, but it contains an exception for matching to support research or statistical projects. Specifically, aside from the more general limitations on disclosure stated above, the Privacy Act does not further restrict:

matches performed to support any research or statistical project, the specific data of which may not be used to make decisions concerning the rights, benefits, or privileges of specific individuals [5 U.S.C., Section 522a (a)(8)(B)(ii)].

Several of the exemptions are of limited or no value for this sort of research study. Obtaining written consent from every individual in a large data system is generally infeasible. Exception (5) above does not allow transfer of identifiable records, which are necessary to match across data systems for analysis of program usage and outcomes. Therefore, the routine uses specified in SORNs are extremely important to enable such data matching and analysis.

The Department of Defense has published SORNs for its personnel data systems that allow disclosure for studies that address the health and well-being of service members, families, and veterans. Specifically, Routine Use 22 of its SORN provides for disclosure:105

To Federal and quasi Federal agencies, territorial, state and local governments, and contractors and grantees for the purpose of supporting research studies concerned with the health and well-being of active duty, reserve, and retired uniformed service personnel or veterans, to include family members. DMDC will disclose information from this system of records for research purposes when DMDC:

a. Has determined that the use or disclosure does not violate legal or policy limitations under which the record was provided, collected, or obtained;

b. has determined that the research purpose (1) cannot be reasonably accomplished unless the record is provided in individually identifiable form, and (2) warrants the risk to the privacy of the individual that additional exposure of the record might bring;

c. has required the recipient to (1) establish reasonable administrative, technical, and physical safeguards to prevent unauthorized use or disclosure of the record, and (2) remove or destroy the information that identifies the individual at the earliest time at which removal or destruction can be accomplished consistent with the purpose of the research project, unless the recipient has presented adequate justification of a research or health nature for retaining such information, and (3) make no further use or disclosure of the record except (A) in emergency circumstances affecting the health or safety of any individual, (B) for use in another research project, under these same conditions, and with written authorization of the Department, (C) for disclosure to a properly identified person for the purpose of an audit related to the research project, if information that would enable research subjects to be identified is removed or destroyed at the earliest opportunity consistent with the purpose of the audit, or (D) when required by law;

d. has secured a written statement attesting to the recipients' understanding of, and willingness to abide by these provisions.

105 http://dpcld.defense.gov/Privacy/SORNsIndex/DOD-wide-SORN-Article-View/Article/627618/dmde-02-dod/
Unfortunately, other agencies have generally not provided such routine uses for research in their SORNs, or they limit them to projects that benefit the agency’s specific mission. For example, the Social Security Administration (SSA) SORN for its Master Beneficiary Record (record of earnings) provides Routine Use 26:

To contractors and other Federal agencies, as necessary, for the purpose of assisting the Social Security Administration (SSA) in the efficient administration of its programs. We will disclose information under the routine use only in situations in which SSA may enter into a contractual or similar agreement with a third party to assist in accomplishing an agency function relating to this system of records.

Under this routine use, the proposed research must benefit SSA. Routine Use 36 [lengthy, not quoted] also allows disclosure to government agencies for some research purposes if the research cannot be accomplished without access to individually-identified records and is important to the Social Security program or its beneficiaries.

### 7.3 The Existing RAND Data Match

An existing, ongoing RAND data match includes much—but not all—of the data required for the study. Exhibit 7.2 compares content of the RAND data match to the data that appear to be required for the VETS study. A large portion of the required data—covering lists of veterans, and their employment and earnings outcomes—is included in a database begun by Klerman and others while at RAND (in green) that continues to be used there by Goldman and others. DOL workforce data (in blue) contain key information on workforce services received. Additional administrative data, extant survey data, or data from a new study-specific survey might also be added (in red).

Specifically, the RAND database, which is updated on an ongoing basis,107 is built as follows109:

- The RAND database begins by merging DoD MEPCOM data—on everyone who ever applied to enlist—discussed in Section 5.2.1. Before providing the data to RAND, DMDC replaces SSNs with PIKs that are common to all DMDC files. This PIK is then used by RAND staff to merge across the DMDC data files.
- The National Student Clearinghouse provides individual-level data on schooling. Specifically, NSC provides data with SSNs to DMDC. DMDC replaces the SSNs with PIKs and then passes the data to RAND. RAND matches the data to its existing files using the PIK.

---

106 [https://www.ssa.gov/privacy/sorn/60-0090.pdf](https://www.ssa.gov/privacy/sorn/60-0090.pdf)

107 Several RAND studies for the DoD as a whole and for the Army have used this database to study effects on the earnings of veterans (e.g., Loughran et al., 2011; Martorell et al., 2013) and on military spouses (e.g., Burke & Miller, 2016). Current projects in this line of research include examination of the retirement savings and income of veterans and the relationship between military occupation and post-separation earnings.

108 Typically on a yearly basis.

109 This discussion is slightly simplified; some details are suppressed for clarify of exposition.
### Exhibit 7.2. RAND Data Match’s Coverage of Data Required by Study

| List of All Veterans  
| DoD or VA |
| Utilization of Workforce System  
| DOL, SWAs |
| Employment & Earnings  
| state UI programs, OCSE/NDNH, SSA, IRS |
| Education  
| NSC, VA |

**Key:** DoD/Department of Defense, DOL/Department of Labor, SWAs/State Workforce Agencies, IRS/Internal Revenue Service, NDNH/National Directory of New Hires, NSC/National Student Clearinghouse, OCSE/Office of Child Support Enforcement, SSA/Social Security Administration, VA/Department of Veterans Affairs.

**Note:** Possible sources of administrative data in brackets. Green indicates database created by Klerman at RAND (and still in use there). Blue indicates administrative data to be added to minimally address DOL RQs. Red indicates additional administrative data needed to conduct a new study-specific survey and data it would collect.

- The VA provides individual-level data on use of veterans’ education benefits using an equivalent scheme.

- SSA—indirectly—provides annual earnings data. RAND prepares a “match file” with the non-SSA data and PIKs. RAND passes that match file to SSA, and DMDC separately provides SSA with a crosswalk from PIKs to SSNs. SSA matches the RAND match file to its earnings data by SSN, creating a new analysis file for everyone in the original RAND match file (i.e., everyone who ever enlisted) in which the true SSNs are replaced with SSA’s PIKs (different from DMDC’s PIKs). RAND analysts then submit analytic programs to SSA that transform the data and run the analyses. SSA staff run the RAND-supplied software programs (the third and most restrictive strategy discussed in Section 7.1). Program output is reviewed by SSA staff to verify that no sensitive information is revealed (apparently, primarily minimum cell counts), and then returned to RAND analysts for write-up.

- Census data provide other information. RAND prepares a match file with the non-Census data and PIKs. RAND passes that match file to a federal statistical Research Data Center (RDC), and DMDC separately provides the RDC with a crosswalk from PIKs to SSNs. Census staff replace the SSNs in the crosswalk with the Census PIKs (different from both DMDC and SSA PIKs). RAND analysts with Special Sworn Status (discussed below) then travel to the RDC to match the DMDC to Census data using the crosswalk between DMDC and Census PIKs. The RAND analysts then develop and run their analytic programs. Program output is reviewed by Census staff to verify that no sensitive information is revealed and only information explicitly proposed in the Census-approved project description is released to RAND analysts for write-up.

This data construction approach provides a potential starting model for this study. Several caveats should be noted. First, it is not clear that the various data stewards would allow this study access to these data.
For example, even RAND’s access has recently been constricted. Second, this approach does not appear to allow creation of a file with both SSA earnings data and Census survey data. Third, this approach does not provide identifiers—name, gender, date of birth. It is therefore not possible to use these data to field a survey. Even when those identifiers are provided so contact is possible, the data steward might deny the right to contact those veterans in the data file. We return to using extant data to support a new study-specific survey in Section 7.5.

Similarly, the U.S. Army’s Office of Economic and Manpower Analysis (OEMA) has approval to match Army data to SSA earnings data for several studies of mutual interest. OEMA has not yet provided data to SSA; analysis has not yet begun.

### 7.4 Matching Extant Data at the Census Bureau

For three complementary reasons, matching extant data at the Census Bureau is a promising strategy. The first and obvious reason is that the Census Bureau controls the ACS. As noted in Section 5.2, the ACS is big enough to be of use for this study. Census never releases identified data. It does, however, merge data within its systems and make that data available for analysis—under limited circumstance (see Census Bureau, 2016). (We return to the limited circumstances shortly).

The second and less obvious reason why matching extant data at the Census Bureau is a promising strategy is that the Census Bureau has special statutory authority to merge extant data with a lower threshold for informed consent (Census Bureau, n.d.). The report of the Commission on Evidence-Based Policymaking summarizes the situation as follows (2017, p. 26):

> Similarly, the Privacy Act does not provide the authority to collect data, but it does set requirements regarding how those data may be disclosed. Specifically, the Privacy Act requires public and individual notices about data held in government systems and limits disclosure of these data without consent. This includes restricting the secondary uses of data without consent unless one of a limited number of exceptions applies. For example, the Congress exempted from individual consent requirements data provided by another agency to the U.S. Census Bureau for the purposes of planning or carrying out a census or survey.

The Commission report (p. 43) explains that exemption as follows:

> With the Census Bureau exemption, the Congress demonstrated its belief that the provision of administrative data under strong confidentiality protections for exclusively statistical purposes was safe enough to exempt it from the Privacy Act’s consent requirements.

This statutory exemption implies that some matches of exclusively non-Census Bureau extant data may be possible at the Census Bureau—even though they would be illegal elsewhere.¹¹⁰

Third, as we discuss later in this section, the Census Bureau is already doing several closely related matches. Thus, the Census Bureau also has physical possession of the much of the data and software programs to process it. In addition, there is already implicit agreement that the Census Bureau’s data protection procedures are sufficient.

¹¹⁰ It should be noted that the Commission explicitly recommends extending this exemption to most statistical analyses. When and if such legislation passes, the situation would change dramatically.
That the Census Bureau physically has the data is useful, but not sufficient. The Census Bureau may only perform such matches when they advance the goals of the Census. Formally, this requirement is known as a “Title 13 need” (where Title 13 is the authorizing statute for the Bureau of the Census). In practice, Census applies a broad definition of Title 13 need. Within this context, however, Census must be convinced that it will benefit from the effort. DOL’s statutory requirement to conduct a study does not in and of itself constitute a need under Title 13. This leaves the Census Bureau in a position to shape the terms of any agreement to ensure compliance with its interpretation of a Title 13 need.111

The Commission on Evidence-Based Policymaking (2017, p. 43) noted that similar provisions apply to other data custodians. In particular, their authorizing statutes allow use of their administrative data only to improve the operation of their programs. It is not clear that they have statutory authority to allow use of their data—for statistical purposes—in support of the operation of a different agency. That is a challenge for this study because it seeks non-DOL data to improve the operation of DOL programs. A statutory requirement for a study might not be sufficient to address this challenge.

Assuming these barriers can be overcome, there are at least three inter-related routes through which the study might match data—extant external data, the ACS, a new study-specific survey—at the Census Bureau.

1. **Center for Administrative Records Research and Applications (CARRA).** CARRA is the Census Bureau’s internal administrative data effort, often in collaboration with other federal agencies (Census Bureau, n.d.). Studies through CARRA have relatively fast start-up times (perhaps as short as 3 months), but require a Census Bureau staff person as partner and co-author. CARRA staff indicated that resources are so tight that it is unlikely that CARRA would collaborate on this study. In addition, projects through CARRA require both disclosure review and Census Bureau review (e.g., reports are subject to Census Bureau review of methods and cannot criticize the Census Bureau).

2. **Evidence-Building Staff.** The Census Bureau is in the early stages of developing a new method of access to administrative data called the “Evidence-Building Staff.” It is possible that CARRA’s requirement for a Census employee co-author might not apply, although details and policies are still being worked out. As with CARRA, studies through the Evidence-Building Staff require both disclosure review and Census Bureau review (e.g., reports are subject to Census Bureau review of methods and cannot criticize the Census Bureau).

3. **Federal Statistical Research Data Centers.** In collaboration with other federal agencies and external groups (e.g., universities), the Census Bureau maintains an extramural program in which non-Census Bureau staff can get access to Census Bureau survey data and administrative data.112 No Census Bureau staff partner or co-author is required; however, project staff accessing data must have Special Sworn Status (Census Bureau, 2009, p. 2). Obtaining that status adds project time, unless team members have that status already. Access is only on a secure server in a secure RDC; that is, a slightly more limited version of the second approach discussed in Section 7.1. Results are subject to disclosure review, but not Census Bureau clearance (i.e., the Census Bureau does not review methods.

111 See the implicit critique of existing statistical practice in the Commission report (2017, p. 41; emphasis added): “The [National Secure Data Service] also must be organized in such a way as to prioritize support for evidence building across government, rather than support specific to any one department, as is the case for existing [Principal Statistical Agencies].”

112 See here for a broad overview: [https://census.gov/about/adrm/fsrdc/about/secure_rdc.html](https://census.gov/about/adrm/fsrdc/about/secure_rdc.html).
and reports may criticize the Census Bureau). Only outputs specifically approved in advance by Census may be submitted for disclosure review. The RDC facilities are intended to produce model-based outputs (e.g., regression coefficients and standard errors) and do not support the release of significant tabular outputs or voluminous descriptive statistics. There is an application process and a long review process—often a year or more.

Each of these access methods involves costs. The Census Bureau charges both for PIK’ing data and then for a “seat” in a secure facility. As an extremely rough estimate, start-up costs are in the range of $100,000 per year. Annual costs for a seat are slightly lower.

Regarding Census access to key pieces of data:

• **List of Veterans.** Our conversations with Census Bureau representatives indicate that, from both DoD and VA, the Census Bureau currently has access to an imperfect list of veterans and expects to soon receive an updated and cleaned file. However, access to those data requires VA approval.

• **Earnings Data.** The Census Bureau has access to two sets of administrative data on earnings:
  − The Census Bureau’s Longitudinal Employer-Household Dynamics (LEHD) effort has state UI earnings data. However, access to those data for external users requires permissions equivalent to accessing the data directly from the states. In practice, a study is only likely to get access to about half of the states; the other states will refuse access. Once permission is obtained, working with the data at Census is easier. Consistent, cleaned files are already there. Furthermore, it appears that external studies with an internal Census co-author may be treated as internal studies for this purpose, such that those studies would have access to all state UI earnings data.
  − The Census Bureau has access to IRS tax data. However, again, access to those tax data are available only with the permission of IRS. Such permission usually requires a compelling benefit to the IRS. In practice, it is unclear whether the VETS study would satisfy that requirement.

• **Workforce System Utilization Data.** The Census Bureau does not currently appear to have access to any DOL workforce system utilization data. Census interviewees indicated that an arrangement that allowed Census to receive such data from DOL may be of value to the Bureau, though they have limited resources to take on new projects.

In summary, matching at Census might be a feasible safe harbor strategy. Census is a well-respected data steward and, in addition, has internal copies of some of the data of interest. Finally, Census controls the ACS. However, access to extant administrative data—even administrative data that Census already has physical possession of—will often require explicit permission from the original data custodians. As noted in Chapter 5, gaining permission may be difficult. We return to that issue in the final section of this chapter.

We have identified several studies of veterans’ issues at Census that provide insight into what might be possible for statutorily mandated study. The status of those studies varies.

• **Veteran Records and ACS Linkage Study.** The VA and the CARRA at the Census Bureau have a growing collaboration to better understand Census and VA data—in particular, the overlap (or lack of overlap) of individuals classified as veterans in the data systems of the two organizations.
7 MATCHING DATA

- **Outcomes under the Post-9/11 GI Bill Study.** American Institutes for Research and the organization Veterans Education Success[^113] are merging VA data with other data to analyze veterans’ use of the Post-9/11 GI Bill and subsequent labor market outcomes. Permission has already been obtained to link a list of Army veterans to ACS data. The project soon expects to get permission to match to a DoD list of all veterans (not only Army veterans) and their characteristics at enlistment, NSC data on college attendance and completion, and LEHD data on earnings for selected states. Negotiations are under way to also get access to VA data on use of VA education benefits and disability status, and IRS data on earnings and income.

- **HUD-VA Study.** HUD and VA are collaborating with Census on a study of veterans’ use of HUD programs. Specifically, the Census Bureau is matching HUD tenant records with VA data to get estimates of veterans receiving assistance from HUD.

- **VA/Census Match on Disabled Veterans.** VA and several outside researchers are discussing with Census to match, at Census, VA data, IRS earnings data, SSA benefit data, and Census survey data (ACS, CPS, Survey of Income and Program Participation, and LEHD). The resulting database would be used to understand the experiences of disabled veterans, particular Total Disability Rating Based on Individual Employability status.

- **West Point Match.** OEMA is working with Census (both LEHD and CARRA) on multiple studies of veterans’ labor market outcomes, including studies of (1) the returns to military service; (2) the impact of small business training in TAP; (3) long-term effects on children of parental absence due to deployment; and (4) cost of military mobility on spousal earnings. OEMA supplied data on military careers; access to LEHD UI data has been obtained; access to IRS earnings data is under negotiation. All studies have Census Bureau co-authors.

7.5 **Veterans’ Data Exchange Initiative**

The Veterans’ Data Exchange Initiative (VDEI) is an existing data-sharing arrangement that could provide a list of veterans for a sampling frame. Under this arrangement, DoD regularly ships to DOL/VETS information from DoD’s DD Form 2648 (“Service Member Pre-Separation/Transition Counseling and Career Readiness Standards Eform for Service members Separating, Retiring, or Released from Active Duty”; see Appendix A). DoD uses this form to begin the process of pre-separation counseling. The form states that the information is controlled by DoD and will be released to the VA to administer benefits. The form includes a check box allowing provision of the information to federal agencies for additional services. Although DOL is a TAP partner, the information from DD Form 2648 is not automatically provided to DOL (and provision is opt in, not opt out). Crucially for our purposes, the form *does* include contact information: SSN, post-separation email, and post-separation telephone number and address.

DoD has been using this form since 2012; DOL/VETS has been receiving the data under VDEI since November 2016. DOL/VETS receives all of the data on the form, but its ability to use these data is extremely limited. The Memorandum of Understanding:

- Allows DOL/VETS to use the data to email veterans (who have checked the box authorizing sharing of their data) about AJC and workforce services available in the locality to which they are returning.

[^113]: On Veterans Education Success, see [https://veteranseducationsuccess.org/senate-investigation/](https://veteranseducationsuccess.org/senate-investigation/).
7.6 Strategies for Matching for a Study-Specific Survey

For several related reasons, matching is more complicated for data collected through a study-specific survey. We consider three cases: (1) a survey based on unrestricted access to a sampling frame with SSNs; (2) a survey that must match data to generate a frame; (3) an ABS (or RDD) survey that must collect names and SSNs in order to match.

- **Case 1: Unrestricted Access to a Frame with SSNs.** When the survey has unrestricted access to a frame with SSNs, the second and third variants of safe harbor matching discussed in Section 7.1 are feasible for matching a study-specific survey to extant data. The study would use the administrative data as a frame to conduct the survey. Survey responses with SSNs are passed into the safe harbor, and analysis proceeds as described in Section 7.1. Some safe harbors (e.g., Census) may even be able to match based on data other than on an SSN (e.g., on name and date of birth), though match rates may be lower. In practice, we think this case is unlikely.

- **Case 2: Matched Data to Generate a Frame.** Some data custodians may be willing to release SSNs, but may not be willing to allow the study to use the information in their data files to contact veterans in those data files. Clearly, a survey is more difficult.

  In the more complicated safe harbor matching scenario depicted in Exhibit 7.1, if the data custodian will not release SSNs, it certainly will not release names or allow contacting those in its database. Furthermore, because conducting a survey requires having names of those on the file and contacting them, the data cannot stay in the safe harbor. The safe harbor strategies will not address the issues.

  A variant may be possible. The study could contract with the safe harbor third party to conduct the survey—using the limited-access data it controls and will not release. Survey data are brought into the safe harbor, SSNs are replaced with PIKs, and all identifying information is removed. Analysis then proceeds according to one of the variants described in Section 7.1.2. Under some conditions the Census Bureau might conduct such a survey. Alternatively, DMDC, which controls the DoD personnel data, has a survey arm and might conduct such a survey.

  The situation may not be as bleak as this discussion has suggested. There is precedent for DoD sharing administrative data with non-DoD agencies for use as a frame for surveys. For the 2010 National Survey of Veterans, DoD provided DEERS data (see Section 5.2) allowing Westat to use list sampling methods—rather than ABS—for active duty service members and their spouses, as well as recently deactivated reservists. Given our interest in also matching to administrative data, this study would benefit from a full list of veterans—even if available address information is not recent (e.g., address at enlistment, address immediately after discharge). Even address data that is several years old is likely to yield some benefit for locating.

- **Case 3: An ABS (or RDD) Survey.** Different issues are raised by a survey using address-based sampling or random digit dialing to generate its own frame. This approach does not require any
individual-level external data—no names and no SSNs. The advantage of a study-specific survey is that it can ask any questions; however, respondents need not answer. In particular, matching back to extant data will require SSNs. It might even be sufficient to collect only name and date of birth and then to use that information to impute SSN.

It is far from clear that this strategy is feasible. Given recent data breaches and concern about identity theft, it seems likely that—even among those who would respond to a survey—a substantial fraction would refuse to provide an SSN. Similarly, a substantial fraction seem likely to refuse to provide name and date of birth and permission to merge with administrative data.

- This analysis suggests that for an ABS or RDD survey, samples of data matched to extant data will be small and unrepresentative of the broader population of interest. Concerns about sample size for analyses of extant data arise for two reasons. First, even moderate costs per complete combined with the need to screen very large numbers of households in order to identify the rare households using intensive workforce services (see Section 9.3) imply only small numbers of survey completes among veterans and especially among veterans using intensive workforce services. Second, only a fraction of survey respondents will provide an SSN or name and date of birth and permission to impute SSN.

This discussion has daunting implications. Holding aside concerns about privacy and data access, an attractive design would combine extant data with a study-specific survey. In particular, such a design might use administrative data to build a frame, collect study-specific survey data, and then merge those study-specific survey data with the frame and other extant data.

However, ignoring concerns about privacy and data access is not possible. With respect to Case 1, obtaining appropriate access to a frame with SSNs and permission to contact may require changes to statute or regulation (see Section 10.1). In the absence of such access, Case 1 is impossible.

With respect to Case 2, it is clear that the Census Bureau has the requisite survey capabilities.

- The National Science Foundation’s National Survey of College Graduates used the ACS as a frame.¹¹⁴ That is the only successful example of using the ACS as a frame for another survey.
- Census Bureau staff report that an attempt to use the ACS as a frame for a survey of Hawaiians and other Asian and Pacific Islanders collapsed. This was because at re-contact, not enough of the households identified as having a member of the population of interest actually did. The problem appears to have been some combination of moving (and changes in responses to the race/ethnicity question).¹¹⁵
- The VA is in early discussions with the Census Bureau about using the ACS as a frame for a follow-on to the 2010 National Survey of Veterans.

The timeline for the Case 2 strategy would be quite long. Census Bureau staff report that approval, if successful, would take several years.

DMDC also has survey capabilities, but it usually uses low-intensity field methods. For example, DMDC sends the survey out by mail or email, and the respondent completes the survey either on paper (and mails

¹¹⁵ The ACS samples addresses. It does not collect detailed contact information. If a household moves, it is much harder for Census to find the household.
back) or online (any combination of those is possible). DMDC conducts no phone survey administration or field locating.

With respect to Case 3, the challenges of getting (or imputing) SSNs and the permission to contact the identified individuals seem so daunting as to—in practice—rule out an approach that uses an ABS sample to link back to administrative data.

7.7 Potential Next Steps to Develop Solutions to the Data Challenge

The discussion in this chapter highlights the key challenge in designing a study is likely to be access to three key pieces of information: (1) a list of veterans and their experience in the military; (2) a list of veterans using workforce services, with details on utilization; and (3) earnings. DOL does not control data that would provide any of these three key pieces of information, as the Final Report of the Commission on Evidence Based Policy (2017) emphasizes, current statute and interpretation of those statutes presents major obstacles to obtaining and, where necessary merging them.

Whether our understanding and this interpretation are correct is an open issue. It appears that—within the Census Bureau’s restricted environment—the Outcomes under the Post-9/11 GI Bill Study will get access to DoD data on veterans. That study provides a precedent for this study. Unlike the GI Bill study, this study has the sponsorship of a federal agency (DOL) and is in response to a congressional mandate. Given recent DOL experience, access to quarterly earnings data through the NDNH seems likely. Further discussions between DOL and the custodians of data on veterans and earnings would be needed to determine if data custodians would share data for the study—either with identifiers or in some safe harbor without identifiers.

If the custodians of the list of veterans and the workforce data were willing to share data with a safe harbor, further discussions would be required with custodians of earnings data like OCSE/NDNH and SSA to determine if they could serve as that safe harbor.

Regarding the need to obtain workforce data with identifiers, DOL is prohibited from either creating a national dataset itself or requiring states to provide identified workforce data to a contractor. The alternative for a study is to request identified workforce data from states (or select states). In that instance, we might expect some or even many states to refuse. Finally, note that the previous discussion implicitly focused on data for administrative data analyses. For those purposes, access to the data in a safe harbor would probably be sufficient. Some attractive designs would also include a study-specific survey. As we discuss in more detail in the next two chapters, access to administrative data on veterans and their use of the workforce system would substantially cut the cost of a survey. The potential savings are huge. Access to a list of veterans would cut costs by very roughly 90 percent (e.g., a $100-million survey would cost $10 million). Access to a list of veterans and their use of workforce services would cut survey field costs by very roughly 99 percent or more (e.g., a $100-million survey would cost less than $1 million). In short, access to appropriate administrative data to construct a sampling frame may determine whether a national study-specific survey is cost-feasible.

However, sufficient access to the needed administrative data—a list of veterans and their use of workforce services—is likely to be especially difficult to obtain. Access through a safe harbor is not sufficient. Such access through a safe harbor includes no identifiers. As a result, such access is of nearly no use for survey contact. Even if access to identifiers were gained, such access often does not allow contacting the individuals. Again, further investigation into the likely terms of access is indicated.
8. **Methods for Implementation, Impact, and Cost-Benefit Studies**

The preceding chapters have discussed access to the individual-level data necessary to answer the research questions. This chapter discusses methods for conducting analyses of implementation, impact, and cost-benefit, once the appropriate data on individuals have been obtained.

Section 8.1 considers methods for gathering detail for an implementation study examining how DOL’s veteran-serving employment and training programs are implemented. RQ 1 (see Exhibit 6.1) asks:

*What are the types and packages of services or policy approaches provided under American Job Center’s job counseling, training, and placement service for veterans?*

Addressing this question requires an implementation study to provide details on such issues as eligibility requirements and exclusions, mix of and delivery methods for DOL-funded employment services to veterans, and integration with AJCs and other community resources.

The methods required to address implementation question RQ 1 appear to be standard. Section 8.1 considers implementation analyses generally, with particular focus on obtaining data on patterns of service provision through site visits and a closed-form site survey. A survey would permit collection of nationwide data from states, local WDBs, and potentially AJCs—data required in order for the implementation study to support exploratory analyses of how different components and approaches affect veterans’ employment outcomes as indicated in RQ 2:

*What key components or approaches are successful or contribute to the success of job counseling, training, and placement service for veterans?*

Section 8.2 considers general issues in estimation of causal impact indicated by RQ 2. DOL would normally estimate causal impact through a random assignment study; however, agency representatives have indicated that this is not an option to consider.

Section 8.3 reviews alternatives to random assignment including some form of matching, and as a fallback, estimates of “association.” We note that estimates of association cannot be interpreted as estimates of causal impact. Any study using that approach would need to clearly and forcefully make that point. Furthermore, a study of association could not support a cost-benefit analysis (discussed next).

Section 8.4 describes methods to answer RQ 3:

*What are the costs of job counseling, training, and placement service for veterans? Do estimates of benefits of providing services or implementing policy outweigh the costs of those initiatives?*

A proper cost-benefit analysis requires strong estimates of benefits (i.e., estimates of causal impact). Those issues were considered in Sections 8.2 and 8.3. Section 8.4 therefore focuses on methods for estimating costs and feeding estimates of costs and benefits into a cost-benefit analysis.

### 8.1 Approaches to Answering Implementation Research Questions

Other sections of this report extensively discuss distinguishing veterans by their utilization, and measuring their characteristics and outcomes. This section considers describing the programs themselves; what is often called “implementation analysis.” This section provides a brief discussion of appropriate methods. The *EDOR* discusses these issues in greater depth.
8 METHODS

8.1.1 Approaches to Describe Variation in Service Delivery among AJCs

Descriptions of service delivery—and variation in that delivery—contribute to broader learning efforts in a number of ways. Any evaluation effort requires a clear understanding of what exactly the intervention is that is being evaluated. For evaluations of outcomes and impact, this understanding can be useful at both the design stage and for interpreting results. Service delivery can vary substantially across AJCs, and at the design stage understanding variation in service delivery can help identify approaches or components that may be interesting to test for impacts. Understanding exactly what services were delivered, and variation in that service delivery, can also be valuable for interpreting observed outcomes and impacts.

AJCs also work under budget constraints, and different service delivery approaches also incur different costs per customer served—and involve tradeoffs between the extent of services provided and the number of individuals that can be served. For each of those purposes, obtaining data from perhaps a few dozen AJCs, each of which serves a substantial number of veterans, in different states and local WDBs would likely be sufficient to get a reasonable sense for the type of variation in approaches that exist.

There is some existing literature on service delivery in AJCs—both generally and to veterans in particular—that could be used as starting point to understand service delivery. However even the most recent and forthcoming major descriptive studies of services in AJCs pre-dates the transition from WIA to WIOA, as well as important changes in guidance regarding SBEs. Thus, though of some value, it cannot be relied on as a replacement for primary data collection. Ideally such a data collection would involve some combination of site visits to speak with staff and observe processes, together with analyses of administrative data on service provision.

However, for the purposes of supporting some matching-based quasi-experimental impact analysis designs discussed in Section 8.2, more comprehensive data are required. A leading set of causal questions concern the extent to which differences in program delivery induce changes in workforce outcomes for veterans. The data issues considered in Chapters 5 through 7 would generate the outcome data for such purposes. Additional data sets would need to be collected to understand the variation in service delivery across AJCs.

116 This can result from differences across states in the directives of the state workforce agencies to local WDBs, local WDBs’ own policies, or the management of individual AJCs within a local WDB. Local WDBs have substantial latitude in designing service delivery systems, including designing the processes and emphases that its AJCs are to follow. Within a local WDB area, AJCs also vary (by design) in staffing and the range of services that are available, with some AJCs offering a more comprehensive set of services than others. For example, smaller offices may not have a DVOP specialist or may only have one stationed there part-time. In some cases multiple AJCs within a local WDB area may be operated by different contractors—which can lead to further differences in service delivery within among AJCs within a local WDB area.

117 The DOL-funded WIA Gold Standard Evaluation included an implementation study that involved two-rounds of site visits to multiple AJCs in 28 local areas (D’Amico et al., 2015). Those two site visit rounds occurred in 2012 and 2013, respectively, prior to WIOA authorization. The main study also did not examine JVSG services. A veterans supplement to the WIA evaluation (Rosenberg et al., 2015) did examine the range of services to veterans in AJCs. Data for that study were collected during 2013 site visits to at least one AJC in the 28 local areas, as well as discussions with state veterans coordinators (who administer JVSG grants) in 18 states.

When published, results from the recently completed Institutional Analysis of American Jobs Centers will provide more updated information on service provision in AJCs. The study’s data collection relied primarily on site visits to 40 AJCs, conducted in 2016. Although the study’s data collection occurred after WIOA authorization, program guidance had not yet been fully developed and implemented, so AJCs were still largely operating under WIA-era procedures. Apart from not capturing service provision after transition to WIOA, the study also did not focus on services provided to veterans.
studies. The missing piece is then the program variation covering all AJCs in the study—corresponding to every veteran. That design would require information on implementation at every WDB or AJC. Either workforce system data or a study-specific survey of WDBs or AJCs could provide the information on program variation.

Exhibit 8.1 lists the potential data sources for either purely descriptive study of a subset of AJCs or a nationwide study to support a quasi-experimental impact analysis. It also lists the content, virtues, and limitations of each source, relevant to meeting the research objectives described above.

8.1.2 Understanding Veterans’ Perceptions of AJC Services

The statute specified that the study collect data on whether veterans served by AJCs believed that services provided helped the veteran become employed. Customer perceptions can be important to understand for multiple reasons. They provide context for understanding patterns of participation, and can also help identify program elements that are working well, and places for improvement to occur. Consistent with common practice in the marketing and product design worlds, such feedback is key both to attract customers and to make sure that services and processes are organized in ways that are most readily usable and best meet their needs.

Little research exists on customer perceptions of AJC services. Past research has focused on priority of service (POS), with studies finding that awareness of POS among veterans is not high—particularly among veterans who are first time users of AJCs or who are not recently separated from the military (Boraas, Roemer, and Bodenlos 2013; Rosenberg at al. 2015; Trutko and Barnow 2010). But we know very little about how helpful veterans (or any AJC customers) believe the services they received from AJCs were.

Data on perceptions could be gathered in at least three ways:

1. A study could field a separate survey effort to collect information on veterans’ perceptions. Viewing that effort as a customer satisfaction survey, it would be natural to survey a sample of those using workforce services. Selected AJCs might provide a list of recent clients who could then be surveyed by mail or phone. This design would not collect perceptions of non-users.

2. A study could run focus groups with recent users of workforce services. Samples would be smaller, but information would be more in depth and less structured.

3. In as much as the main data collection effort for the study involves a survey, that survey could include questions on veterans’ perceptions. That approach would have the advantage of including veterans who do not use workforce services. It thus might provide insights into how programs might change to serve more veterans. Note, however, that considerations of cost and access to administrative data to construct a frame imply that most of the strategies for the main data collection effort do not involve a survey.

Because customer perceptions are only a small item in the research questions, and methods for gathering data are fairly standard, this report will not devote a lot of attention to them. However, the perceptions of both veterans who use AJC services and those who do not—could be useful for DOL in identifying better

---

118 Because variation in service delivery is largely determined policies of state workforce agencies or local WDBs, obtaining data at the WDB-level may be sufficient for characterizing variation in service provision nationwide. LA survey would still involve data collection from AJC staff, but might not require surveying staff at all AJCs. Instead surveying staff from one or more AJCs within each local WDB area may be sufficient to capture service provision approaches for all AJCs within a local WDB.
ways to persuade veterans to avail themselves of AJC services that would be helpful to them, and ways to modify programs that could better serve them. The accompanying EDOR report discusses a broader set of perception-related information, how it might be useful to DOL, and options for collecting it.

**Exhibit 8.1. Approaches to obtaining data on Service Provision for a Sample of AJCs**

<table>
<thead>
<tr>
<th>Data Source</th>
<th>Relevant Content</th>
<th>Virtues</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>DOL workforce data</td>
<td>Participant-level data on specific services received and the timing of last date each was received, across multiple program, including ES, WIOA, and JVSG.</td>
<td>Data cover all participants in all AJCs—with identifiers for state, WDB, and AJC—which allows for nationwide comparative analyses to identify differences in patterns of service provision across all AJCs at very low cost.</td>
<td>Not possible to disentangle precise order in which services were provided or understand staff coordination or decision-making processes.</td>
</tr>
<tr>
<td>Other Local WDB Administrative Data</td>
<td>Beyond data on workforce service utilization, states also keep data on items like costs and employer engagement.</td>
<td>Additional data may be important, as veterans' outcomes may be influenced by providers' work with employers, not just services directly to participants.</td>
<td>Data can only be for a subset of the nation. Local WDBs may not be willing to share data. And it would be cost prohibitive to create data arrangements with all 550 local WDBs.</td>
</tr>
<tr>
<td>Site visits</td>
<td>Service provision-related information on any subject of interest to the study.</td>
<td>Potential for getting in-depth information on many topics from a variety of perspectives—e.g., WDB leadership, AJC directors, greeters, WIOA counselors, DVOPs, LVERs.</td>
<td>Semi-structured or unstructured data collection means data will inherently be somewhat less standardized across sites. High cost limits the number of AJCs that can be included.</td>
</tr>
<tr>
<td>AJC survey</td>
<td>Any topic of interest to the study that can be responded to in closed-ended or short-form answers.</td>
<td>Breadth of topics. Relatively low cost potentially allows for nationwide administration, generating data on service provision.</td>
<td>Data are somewhat less in-depth than site visits. Cost to survey all 2,500 AJCs—especially if a high response rate is required, are non-trivial.</td>
</tr>
</tbody>
</table>

Key: AJC/American Jobs Center. WDB/Workforce Development Board.

 Likely topics of interest include: Program goals and context; local conditions (e.g., veteran population and local economy); staffing and supervisory structure; customer flow; identification of eligible veterans; key components of service delivery; connections to training and other services at the AJC and partner locations; challenges with service delivery; program costs; and perceived effectiveness of services delivered.

### 8.2 Overview of Impact Analysis Options

The second question in DOL’s RfP is causal:

*What key components or approaches are successful or contribute to the success of job counseling, training, and placement service for veterans?*

The generic impact research question would ask: *How do participants’ outcomes differ from what the outcomes would be if they did not have access to AJC services, all else equal?* This is the question of relevance to a cost-benefit analysis comparing the entire cost of JVSG services versus the benefit of
JVSG, relative to no JVSG. Restated, DOL’s RQ 2 asks a variant of this generic question (emphasis added):

*How do participants’ outcomes differ from what the outcomes would be if they did not have access to some variant of AJC services, all else equal?*

By which we mean, not only the effect of being offered the services versus not being offered the services, but the effect of being offered *specific services*—for example, JVSG versus generic WIOA services, intensive services versus only non-intensive services. These are relevant impact questions if the policy challenge is to modify or strengthen services (as opposed to maintain or terminate the program).

Trutko et al. (2016) reviewed approaches to estimating causal impact for their design study of the Homeless Veterans’ Reintegration Program. Exhibit 8.2 provides a modified version of their exhibit, summarizing approaches to causal estimation for programs providing services to veterans. Broadly speaking, there are three classes of approaches: experimental (random assignment) designs, non-experimental designs, and outcome studies.

In recent years, DOL has primarily addressed causal impact questions through random assignment. DOL/CEO has indicated that this contract is to design an observational study, that treatment will not in any way be randomly assigned. Given that guidance, here we only briefly discuss random assignment options.

First, we note that random assignment is attractive because it mimics the impact thought experiment. Random assignment ensures that the two groups—those offered the services and those not offered the services—differ only by the random outcome and the treatment of interest. In particular, the two groups do not differ systematically. Thus, comparing those members in the two groups should isolate the impact of whatever was randomized. Other methods do not guarantee that the two groups do not differ systematically. To extract the causal impact, a study needs to control for differences between the two groups. Controlling is hard, and if the methods do not completely control for pre-existing differences between the two groups, the estimates will be biased.

Second, to address the impact of, for example, receipt of DVOP services versus not, the standard random assignment design would randomly deny some people those DVOP services—perhaps allowing non-DVOP AJC services, perhaps denying all AJC services. This design appears to be infeasible and statutorily prohibited.
### Exhibit 8.2. Strategies for Estimating Causal Impact

<table>
<thead>
<tr>
<th>Confidence in Cause-and-Effect</th>
<th>Approach</th>
<th>Summary of Approach</th>
<th>Data Sources</th>
<th>Advantages/Benefits</th>
<th>Challenges/Disadvantages</th>
<th>Difficulty</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>High</strong></td>
<td>Randomized controlled trial (RCT)</td>
<td>Randomly assign applicants to treatment or control status</td>
<td>Administrative data and surveys</td>
<td>Ensures unbiased estimates, findings easy to interpret</td>
<td>Expensive, may violate priority of service requirements, may generate objections from veteran groups, could result in randomization bias, requires more time than other approaches</td>
<td>Very difficult</td>
<td>Medium (high if includes a survey)</td>
</tr>
<tr>
<td><strong>High</strong></td>
<td>Differential impact study RCT</td>
<td>Randomly assign grantees or veterans to different service packages</td>
<td>Administrative data and surveys</td>
<td>Can accurately estimate differential impact of service packages</td>
<td>Requires changing service delivery in many sites</td>
<td>Difficult (due to large sample sizes required)</td>
<td>Medium (high if includes a survey)</td>
</tr>
<tr>
<td><strong>High</strong></td>
<td>Randomized encouragement design</td>
<td>Randomly assign veterans to marketing or DVOP services</td>
<td>Administrative data and surveys</td>
<td>Ensures unbiased estimates, findings easy to interpret</td>
<td>Requires extremely large samples and high take-up of marketing</td>
<td>Moderate</td>
<td>Medium (high if includes a survey)</td>
</tr>
<tr>
<td><strong>Medium (High if includes a survey)</strong></td>
<td>Regression discontinuity design (RDD)</td>
<td>Develop scoring instrument for those interested in program and ration slots based on score; estimate impacts by comparing those close to the cutoff</td>
<td>Administrative data and surveys</td>
<td>If requirements met, considered by many as strongest quasi-experimental design</td>
<td>Formal scoring not currently used, requires larger samples than an RCT</td>
<td>Difficult (due to large sample sizes required)</td>
<td>Medium (high if includes a survey)</td>
</tr>
<tr>
<td>Confidence in Cause-and-Effect</td>
<td>Approach</td>
<td>Summary of Approach</td>
<td>Data Sources</td>
<td>Advantages/ Benefits</td>
<td>Challenges/ Disadvantages</td>
<td>Difficulty</td>
<td>Cost</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>---------------------------------------</td>
<td>-------------------------------------------------------------------------------------</td>
<td>---------------------------------------</td>
<td>-------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------</td>
</tr>
<tr>
<td>Medium</td>
<td>Instrumental Variables</td>
<td>Given some naturally occurring random factor that affects participation, compared outcomes without and with that random factor</td>
<td>Administrative data and surveys (crucially need to measure naturally occurring random factor)</td>
<td>Strong inferences, if an exogenous random factor is available</td>
<td>No natural naturally occurring random factor appears to exist</td>
<td>Impossible due to unavailability of naturally occurring random factor</td>
<td>High; even when a naturally occurring random factor exists, require samples are very large (unless random factor strongly affects participation)</td>
</tr>
<tr>
<td>Medium</td>
<td>Group-Level Difference-in-Differences</td>
<td>Before/after comparisons of areas/groups with change in access or details of the program, with a comparison group whose access/details do not change (or change at different time points)</td>
<td>Administrative data and surveys</td>
<td>Individual-level data on use of the workforce system not required</td>
<td>Easier to measure changes in actual service delivery rates; better, but harder, to measure changes in service delivery policy</td>
<td>Easy for service delivery rates; relatively easy for changes in policy</td>
<td>Low</td>
</tr>
<tr>
<td>Medium</td>
<td>Matching (including propensity score matching)</td>
<td>Compare intensive, non-intensive, none; controlling for observed differences</td>
<td>Administrative data and surveys</td>
<td>Less expensive and less intrusive than RCT or RDD; approach widely used Propensity score matching is usually considered superior to other forms of matching and to regression</td>
<td>Considerable disagreement in evaluation community on when approach yields accurate estimates of impact</td>
<td>Easy</td>
<td>Low (medium if includes a survey)</td>
</tr>
<tr>
<td>Confidence in Cause-and-Effect</td>
<td>Approach</td>
<td>Summary of Approach</td>
<td>Data Sources</td>
<td>Advantages/Benefits</td>
<td>Challenges/Disadvantages</td>
<td>Difficulty</td>
<td>Cost</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-------------</td>
<td>--------------------------------------------------------------------------------------</td>
<td>---------------------------------------</td>
<td>-------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------</td>
<td>------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>Medium/Low</td>
<td>Regression</td>
<td>Compare intensive, non-intensive, none; controlling for observed differences</td>
<td>Administrative data and surveys</td>
<td>Less expensive and less intrusive than RCT or RDD; approach widely used</td>
<td>Considerable disagreement in evaluation community on when approach yields accurate estimates of impact</td>
<td>Easy</td>
<td>Low (medium if includes a survey)</td>
</tr>
<tr>
<td>Low</td>
<td>Outcomes study</td>
<td>Simple comparisons of intensive, non-intensive, none; weak or no controls</td>
<td>Administrative data and surveys</td>
<td>Feasible with weak controls</td>
<td>Does not provide impact estimates; if insufficient control variables available, could produce misleading ideas on factors driving outcome differences</td>
<td>Easy</td>
<td>Low (medium if includes a survey)</td>
</tr>
</tbody>
</table>

Key: DVOP/Disabled Veterans' Outreach Program. RCT/randomized controlled trial. RDD/regression discontinuity design.
An alternative randomized approach to estimating the impact of DVOP versus no DVOP would be an encouragement design (Holland, 1988; Barnard, Frangakis, Hill, & Rubin, 2003; Duflo, Glennerster, & Kermer, 2008). Some randomly selected veterans would receive incentives to use DVOP—perhaps merely informational mailings, perhaps a cash bonus. With appropriate econometric methods (instrumental variables; Imbens and Angrist, 1994; Angrist, Imbens, & Rubin, 1996), an incentive that induces a lot more veterans to use JVSG, and large samples, this design can give the impact of DVOP on the marginal veteran induced to use the program by the incentive.

Third, similar randomized designs exist for estimating the impact of a component of the DVOP program. Some veterans (or some DVOP offices) could be randomly assigned to longer (or more) meetings, for example. Then the impact of longer (vs. conventional) DVOP meetings could be estimated by comparing outcomes for those veterans randomized to longer meetings versus those randomized to conventional shorter meetings.

Fourth, an approach that is “almost random” can be used to estimate causal impact. In some circumstances, it is plausible that (1) distance to the closest DVOP is approximately random (at least through some range of distances); and (2) use of DVOP varies with distance. Under those conditions, instrumental variables can be used to estimate the impact of DVOPs; that is, outcomes for those veterans who are closer and therefore use more DVOP services can be compared versus outcomes for those who live farther away and therefore use fewer DVOP services. The difference can be used to compute the change in outcomes per additional percentage point of use of DVOP services.119

8.3 Impact Analyses Using Matching

An alternative to random assignment would be non-experimental methods, in particular regression correction or some form of matching. Recall that the estimates of causal impact correspond to a thought experiment in which we compare outcomes for those veterans who did and did not get—any or some level of—workforce services, holding all else equal (i.e., for the same person at the same time). In practice, methods of causal estimation attempt to approximate this thought experiment by comparing outcomes of otherwise “similar” individuals. Though properly implemented random assignment ensures that there are no systematic differences between the two groups, non-experimental methods can at best compare outcomes for people who have similar observed characteristics. The more individual characteristics that are aligned, the more convincing will be such non-experimental methods.

The literature includes many methods for non-experimental evaluation. Given the nature of this study’s research questions, the available data, and the state of the literature, some form of matching preferable to regression. This is because matching relaxes regression’s functional form assumptions. See Stuart (2010) for an introduction to matching and a broad discussion of current issues.

Conventionally, matching is implemented using propensity scores (Rosenbaum & Rubin, 1983). Under propensity score matching (PSM), veterans’ “propensity” (i.e., probability) of using services or a service component is modeled. The evaluation design builds a logistic regression model of how the probability of using the services or component varies with observable characteristics of the veterans in the sample. Then

impact is estimated by regression models that implicitly compare outcomes among veterans with similar propensities who did and did not use the services/component.

More recently King and colleagues (Iacus, King, & Porro, 2011; King and Nielsen, 2016) have argued for nearest neighbor matching, without estimating a propensity score. Given increasing computer power and new software, nearest neighbor matching also seems worthy of careful consideration.

PSM, nearest neighbor matching, and other matching methods implicitly make a selection on an observables assumption (Imbens & Wooldridge, 2007, 2009; Stuart, 2010). The selection on an observables assumption can be restated as follows: Among those individuals with the same values for the control variables included in the model, it is approximately random who chooses to, or is chosen to, participate in the program. Participants and nonparticipants are not systematically different with respect to control variables that are not included in the model (Angrist, 1998).

This assumption is always problematic. As noted at the start of this section, this assumption is less problematic the richer the set of control variables used. Exhibit 8.3 provides some notes on control variables that would likely be available from various data sources. As Section 4.6 emphasizes, previous studies of the impact of workforce services on veterans have matched only on a very limited set of variables, sometimes finding that veterans receiving workforce services do worse (which seems unlikely, at least beyond the very short-term). In contrast, if the study succeeded in matching across administrative data systems, a rich set of control variables would be available. Those control variables might include aptitude at entry to the military (i.e., education and ASVAB scores—from DoD enlistment data), experiences in the military (service, rank at exit, military occupation—from DoD service data), and recent labor market experience (employment and earnings—from NDNH or state UI data).

Exhibit 8.3. Control Variables by Data Source

<table>
<thead>
<tr>
<th>Control Variable</th>
<th>Project-Specific Survey</th>
<th>Military Personnel Files</th>
<th>Administrative Earnings Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics (e.g., age, gender, household/relationship status, residential location)</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Military service (e.g., length of service, rank, branch, and occupation)</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Aptitude/AFQT</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Educational attainment (prior to service, at separation, current)</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>History of employment and earnings</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Key: AFQT/Armed Forces Qualification Test.

Note: The exhibit encodes the assumption that survey responses cannot reliably collect non-current information on employment and earnings or AFQT score.

With such rich control variables, selection on observables and matching seem more plausible. How plausible is an open issue in the literature (e.g., Dehejia and Wahba, 2002; Smith and Todd, 2001, 2005; Dehejia, 2005; Cook, Shadish, and Wong, 2008). As noted in the previous section, concern about such methods has recently led DOL to rely on random assignment. Consistent with our reading of the current

120 On the details of nearest neighbor matching, see Abadie and Imbens (2006, 2011).
literature, we believe that: Experimental evidence is clearly superior to non-experimental evidence. In
the absence of experimental evidence, propensity score matching provides useful information.

If the controls are weak, the evaluation still can run regression, matching, or PSM. In that instance,
however, DOL will have only an “outcomes study” rather than an impact study. With weak controls, it is
not plausible to claim that these methods estimate impact.

Other non-experimental methods include difference-in-differences and instrumental variables. We discuss
non-experimental methods in more detail in the EDOR.

8.4 Cost-Benefit Analysis

This section considers issues in designing a cost-benefit analysis for the DOL’s services to veterans, as
specified in RQ 3:

What are the costs of job counseling, training, and placement service for veterans? Do estimates of benefits of providing services or implementing policy outweigh the costs of those initiatives?

Generating methodologically strong estimates of impact, as described in Section 8.2, is a crucial first step.
The relative size of benefits and costs can only be determined if we first have credible estimates of the
impacts of those services in areas that benefit participants and society, such as future earnings gains and
reduced government transfers (e.g., UI benefits). Assuming that the evaluation has generated those
methodologically strong impact estimates, the evaluation can then proceed to estimate the costs of
services and how those costs compare to the benefits.

The comparison of costs and benefits requires consideration of which are the entities to whom the benefits
and costs accrue (individual veterans, the government, etc.), and exactly which types of benefits and costs
are relevant to each of those entities. From there we can stipulate how each element will be estimated.

8.4.1 Table to Define Costs, Benefits, and to Whom They Accrue

Our discussion in this section begins from a conventional cost-benefit table (Exhibit 8.4).

Such a table compares net benefit-cost under two different conditions—a treatment condition in which an
intervention is in place, compared to a condition in which it is not. The VETS study will involve three
paired comparisons: (1) intensive versus non-intensive only, (2) intensive versus no services, and (3) non-
intensive services only versus no services. For simplicity, the discussions that follow assume a generic
intervention/no intervention comparison.

In what is a standard approach to cost-benefit analysis for a workforce program (e.g., Boardman, et al.,
2011; Greenberg & Appenzeller, 1998; Greenberg, Deitch, & Hamilton, 2009), the columns of the table
consider net benefit-cost from the perspectives of four groups or entities:

• Veterans who receive services
• DOL
• All levels of government (federal, state, local)
• Society

The rows of the table consider the major cost-benefit categories:

• Earnings—The major benefit of the DOL workforce programs should be higher earnings for veterans.
• **DOL program operating costs**—The major direct costs of the JVSG, ES, and WIOA programs are paid by DOL, including line staff, supervisors, space, and computer systems.

• **Unemployment Insurance benefits**—The longer veterans are not employed, the more UI and UCX benefits they receive.

• **Other transfer programs payments**—In addition to UI, low-earning veterans get a range of transfer payments (e.g., SNAP, Medicaid).

• **Administrative costs of the other transfer programs**.

• **Taxes paid**—The higher the earnings of veterans, the more they will pay in taxes (e.g., federal and state income taxes, UI payroll taxes, and Social Security and Medicare payroll taxes).123

---

Exhibit 8.4. Expected Financial Effects of DOL Employment and Training Programs (Cost-Benefit Table)

<table>
<thead>
<tr>
<th>Cost-Benefit Category</th>
<th>Accounting Perspective</th>
<th>Data Source</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Veteran</td>
<td>DOL</td>
</tr>
<tr>
<td>Earnings</td>
<td>+</td>
<td>0</td>
</tr>
<tr>
<td>DOL program operating costs</td>
<td>0</td>
<td>–</td>
</tr>
<tr>
<td>UI benefits</td>
<td>–</td>
<td>0</td>
</tr>
<tr>
<td>Other transfer program payments</td>
<td>–</td>
<td>0</td>
</tr>
<tr>
<td>Administrative costs of the other transfer programs</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Taxes paid</td>
<td>–</td>
<td>0</td>
</tr>
<tr>
<td>Net Value</td>
<td>?</td>
<td>–</td>
</tr>
</tbody>
</table>

Key: DOL/US Department of Labor. IRS/Internal Revenue Service. SSA/Social Security Administration. UI/Unemployment Insurance.

Note: A plus sign (+) indicates an expected benefit, and a minus sign (−) indicates an expected cost. A zero indicates that the net value is neither a benefit nor a cost. A question mark (?) indicates that the sum of benefits and costs (in dollars) from each perspective can net to either a positive or negative value.

Each cell in the Accounting Perspective columns in Exhibit 8.4 contains a plus sign, a minus sign, or a zero. These signs indicate the expected direction of the effect of DOL workforce programs from each entity’s perspective, for each category, where a plus sign indicates a net benefit and a negative sign a net cost. For example, from the veteran’s perspective, receiving workforce services should generate higher earnings (a plus sign), reductions in UI benefits and other transfer payments received (minus signs), and increases in taxes paid (a minus sign). The changes in program costs of the veteran’s participation do not generate any net benefit or cost from the veteran’s perspective (at least not a direct effect captured in this accounting), hence the zero in those two cells.

123 Note that the UI Benefits, Other Transfer Program Payments, and Taxes Paid rows are relevant only to estimating the benefits/costs to veterans and the government separately. On net, there is no impact on society as a whole, because the negative to veterans and the positive to government budgets are of the same size.
From the Perspective of the Veteran. The net benefits of the DOL workforce programs are approximated by estimating changes in income—through earnings, transfer payments, or taxes paid. Though these effects are the most straightforward to estimate, they are incomplete. The table considers easily estimated and monetized costs and benefits. It does not value radiating benefits beyond earnings (e.g., happiness) and it does not value lost leisure from faster employment.

From the Government Perspective. The net benefits are estimated at two levels—that of the DOL agency budget and the total government budget (federal, state, and local). From the perspective of DOL budgets, only the costs of operating the programs are relevant. The estimated costs and benefits to all government entities reflect both the costs of administering the DOL programs, but also any cost savings to other government programs resulting from program impacts that reduce benefit receipt, and revenue gains resulting from increased earnings and, in turn, taxes paid by participating veterans.

From the Society Perspective. All costs and benefits are counted, whether from the veteran or government perspective. These net effects are typically estimated by simply adding across all the columns. In some cases, the benefits are offsetting—for example, any reduction in UI benefits paid to veterans as a result of receiving workforce services are a negative for the veteran (from an accounting perspective), but an equally sized positive for government budgets. However, this approach to estimating the societal effect is limited for a number of reasons—for example, the limitations on counting non-monetary individual effects, as well as difficult-to-measure indirect effects on non-participants, including labor supply benefits to businesses and effects on communities of higher employment rates (Greenberg, Deitch, & Hamilton, 2009).

8.4.2 Calculating Benefits and Costs

Given this framework, a study would estimate costs and benefits for the 5-year time horizon specified by the enacting legislation. The final column of Exhibit 8.4 considers sources for the required data.

On the benefit side, strategies for impact analysis—discussed in connection with RQ 2 in Sections 8.2 and 8.3 above—provide the key information on who gains and by how much.

The cost side requires that we specify different tools and data sources than were used for impact analysis. Estimating costs is likely to require a survey of providers. The study will not need to survey all providers of special services to veterans, or even all AJCs. Rather, collecting cost information from a random sample of AJCs should suffice. To begin designing the cost analysis, the study team would need to scrutinize the accounting records of AJCs in a few sites to determine how costs are recorded and how they can be broken out by source program and then associated with specific service types and their volumes. In particular, it will be important to distinguish costs of veterans-specific services (i.e., JVSG) from the incremental costs to AJCs of serving veterans in employment programs that serve the general population (most notably, Wagner-Peyser and WIOA). The next step would be to prepare and test a template for cost data collection in all sampled sites, which will serve as the backbone of the cost analysis design. Methods for apportioning estimated costs to veteran assistance versus general AJC employment services will complete the design of this evaluation component.

122 Though from the veteran’s perspective, the reduced UI benefits are presumably more than offset by the increased earnings.
In the event that any of these benefit and cost data are not available for the entire 5-year period, the study would need to make assumptions about costs and benefits in the years for which data are unavailable, projecting from available data.

When presenting the final results of a cost-benefit analysis, the discussion in the future DOL study would focus on two primary measures. Because there is a time value of money (i.e., the same benefit received in later years is worth less than in the present), estimates of future costs and benefits will be discounted to their present value using a chosen discount rate. The resulting difference between present value costs and benefits will be the net present value (NPV) of the program.

In addition to the NPV, we can also generate an estimate of return on investment (ROI) per net dollar spent by the government on the program. Also called benefit-cost ratios, the ROI ratios are estimated by dividing the benefits of the program by the program’s operating costs, calculated as the difference between the treatment and control group costs. Note that depending on the magnitudes of benefits and costs, the ROI can imply a net gain or a net loss on each dollar invested in DOL workforce programs serving veterans.
9. Considerations for Obtaining Required Data

This document is the *Knowledge Development Report* for a contract to develop options for a longitudinal study of veterans and their experiences with the workforce system. Earlier chapters of this document have collected foundational information about the study parameters as defined by DOL’s RFP and statute (Chapter 2), veterans (Chapter 3), DOL’s workforce system (Chapter 4), extant data (Chapter 5), a new study-specific survey (Chapter 6), matching across data systems (Chapter 7), and methods (Chapter 8).

Drawing on the foundation developed in the previous chapters, this chapter incorporates that information to frame the design challenge facing the study regarding obtaining the data required to answer the broad range of research questions presented for the specified population. The DOL RFP and statute require analyses of the subpopulation of veterans who use intensive workforce services. As the analysis in Section 4.5 showed, this subgroup represents fewer than 225,000 people, about 0.1 percent of all American adults and 1 percent of all veterans (see Exhibit 9.1). The crucial design challenge is identifying that rare population.

To set up the design challenge, Section 9.1 briefly re-summarizes the information needed to satisfy the requirement. Section 9.2 discusses the two broad strategies for addressing that requirement—an administrative data sampling frame and a study-specific survey sampling frame. Section 9.3 presents data highlighting the magnitude of challenge of generating a study-specific survey frame.

### 9.1 Structure of the Required Analytic File

The DOL RFP and statute require gathering data on the demographics and employment-related outcomes for samples of three groups of veterans: (A) those using intensive workforce services; (B) those using only non-intensive workforce services, and (C) those using no workforce services.

Addressing these requirements requires five, maybe six, types of information.

The first two types, both required, define the sampling frame (i.e., the “frame variables”):

1. *Veteran status*—a single variable, \(Y\) (for yes), for everyone in the frame.
2. *Workforce system utilization group*—a single variable, coded A, B, or C.

The next two information types specify the required demographics and outcomes data that we are seeking for a sample of veterans across all three workforce system utilization groups:

3. *Demographics*—multiple variables; we use the term *demographics* broadly to include both conventional demographic variables (e.g., gender, race/ethnicity, age, education) and also information on military service (e.g., branch, years in service, date of discharge, rank at discharge, honorable or dishonorable, service-related disability if any).
4. *Outcomes*—multiple variables; examples include earnings, household income, perceptions of and satisfaction with the workforce system.

The utility of, and need for, the final two information types depends on the final design specifications:

5. *Weight*—single variable; captures information about the number of veterans represented by each sampling member. The discussion in Appendix C presents some discussion of weights. If the study uses administrative data, weights are trivial because the sample would already cover the full population and there should be minimal item non-response. However, if the study involves a survey,
weights would vary both because some individuals/households are more likely to be sampled than others (see Section 9.3) and also because—among those sampled—survey response rates will vary. Standard survey sampling techniques suggest how to create weights encompassing both of these considerations (i.e., unequal probability of sampling and unequal probability of response). Details will vary with the exact study design and will be addressed more thoroughly at the appropriate time.

6. **Identifiers**—multiple variables. If the study wants to match across data sources (e.g., between administrative data sources, with extant survey data, with study-specific survey data), identifiers in common will be needed. Standard identifiers are name, SSN, and date of birth, but the particular identifiers will vary depending on the data sources being matched. The design challenge therefore has two parts. First, the study will need to identify a source for the frame variables (i.e., *veteran status*, *workforce system utilization group*), a corresponding *weight*, and perhaps unique *identifiers* to allow matching. Second, the study will need information on those veterans in the frame—*demographics* and *outcomes*.

### 9.2 Two Broad Strategies to Build a Sample Frame

There are two broad strategies for building a sampling frame and then merging on the required information.

1. **Administrative data frame.** Use administrative data to (a) build a list of veterans; (b) identify which workforce system utilization group each veteran is in; (c) append basic demographic information; and (d) measure the outcomes of interest. No single administrative data system includes all of these data items. Thus, to be feasible, each administrative data must include a unique identifier in order to link them. In general, the weights will all be 1.0 and therefore trivial.

2. **Study-specific survey data frame.** Find veterans through an ABS-administered screener survey. Through that same screener survey, assign each of these veterans to a workforce system utilization group. Use a follow-on survey (or perhaps the initial screener) to collect demographics and to measure the outcomes of interest. Weights can be generated from information generated in designing and then fielding the survey.

### 9.2.1 Contrasting Strengths of the Two Broad Strategies

**Strengths of an Administrative Data Frame.** One strength of an administrative data sampling frame is that it would more likely allow matching to other extant data, and in particular to extant administrative data. Administrative data are usually of higher quality than survey data. For reasons we discuss below, a survey-based frame will generally not support matching to extant data.

A second strength of an administrative data frame is that it provides a natural—and low-cost—way to address the requirement for a longitudinal survey. Once a study matches to administrative data for the first time, it can usually match in every successive period—at relatively low cost. In contrast, a study-specific survey sampling frame must address the longitudinal requirement by resurveying the original sample. One wave of the survey is expensive; future rounds of a survey would also be expensive. (See Section 9.3 for more discussion of the cost of a longitudinal survey.)

A third strength of an administrative data frame is that it will usually yield very large samples—perhaps all veterans, perhaps “only” hundreds of thousands or a few million. In contrast, cost considerations almost certainly imply that any survey will be much smaller. DOL testimony on the original statute (noted in Section 6.3) suggested a total sample size of 12,000; 4,000 for each of the three groups. In the
conclusion to the next chapter, we raise the possibility of considerably smaller samples, perhaps a total of 3,000.

**Strength of a Study-Specific Survey Data Frame.** The strength of a study-specific-survey frame is that the underlying inquiry can ask questions about all outcomes of interest. In contrast, a strategy using administrative data alone must rely on only those demographics and outcomes variables available in the database to which the study matches.

### 9.2.2 Hybrid Strategy to Create a Sample Frame

One hybrid approach would be to survey a sample of those in an administrative data frame. Whether doing so is feasible would depend on whether access to the administrative data includes both unique identifiers and permission to survey the individuals included.

Going the other way—matching to administrative data for individuals in a study-specific survey-based frame—appears to be possible in principle, but in practice it is typically not worth the effort.

A major advantage of using administrative data to build the sampling frame is the potentially huge sample sizes. A study-specific survey sampling frame, however, can provide an administrative data sample no larger than the number of completed interviews—which, as noted, is likely to be small.

Compounding sample size concerns with matching to administrative data from a study-specific-survey frame, note that matching to administrative data requires identifiers: name, SSN, date of birth. The survey-based frame would not have that information, so identifiers would need to be collected from survey respondents and merged to the frame. Given concerns about identity theft, it seems likely that even many veterans who agreed to respond to a survey would refuse to provide such sensitive information in a survey. Furthermore, those who provide identify information might be different from those refuse to. Substantial refusal—as seems likely—would raise concerns about representativeness of the sample for whom the study would have administrative data.

### 9.3 The Challenge of Creating a Study-Specific Sample Frame

Developing a study-specific-survey frame of the set of veterans specified in the DOL RFP faces the fundamental challenge that two of the three targeted groups constitute very small proportions of the total population. Exhibit 9.1 poses the challenge graphically. The discussion in Section 4.5 suggests that only about 223,000 veterans use intensive workforce services in a year. If the study had access to a list of those veterans, it could sample from the list and survey the sample.\(^{123}\)

In the absence of such a list, finding the veterans who used intensive workforce services will be daunting. To illustrate this “needle in the haystack” problem, suppose the study had a list of veterans and their addresses,\(^ {124}\) but did not know which veterans used intensive services. About 1 percent of veterans use intensive services (1 percent \(\sim\) 223,076/20 million), so to find 4,000 veterans who have used intensive services, a survey would need to interview about 400,000 veterans. With a 60 percent response rate, one would need to interview 666,667 veterans.

---

\(^{123}\) If the response rate was 80 percent (as per OMB guidance), then one could draw a sample of 5,000 to complete 4,000 surveys (80 percent of 5,000). If the response rate was a more likely 60 percent, then one would draw a sample of 6,667.

\(^{124}\) Alternatively, one could use a commercial service to impute addresses for almost all of them.
### Exhibit 9.1. Conceptualizing the Sampling Frame

<table>
<thead>
<tr>
<th><strong>Group Z:</strong> Non-Veterans</th>
<th><strong>Group Y:</strong> Veterans Not in the Workforce</th>
<th><strong>Group A:</strong> Veterans Using Intensive Services</th>
</tr>
</thead>
<tbody>
<tr>
<td>209,954,884 adults</td>
<td>9,357,448 adults</td>
<td>223,076 adults; 0.10% of adults</td>
</tr>
<tr>
<td>91% of adults</td>
<td>4.1% of adults</td>
<td>~ 200,000 households; ~ 0.2% of households</td>
</tr>
<tr>
<td>~ 98 million households</td>
<td>~ 9 million households</td>
<td></td>
</tr>
<tr>
<td>~ 84% of households</td>
<td>~ 8% of households</td>
<td></td>
</tr>
</tbody>
</table>

| **Group B:** Veterans Using Non-Intensive Services (But Not Intensive Services) |
|-----------------------------|----------------------------------|--------------------------------|
| 675,979 adults; 0.29% of adults | ~ 600,000 households; ~ 0.5% of households |

| **Group C:** Veterans Not Using Workforce Services |
|-----------------------------|----------------------------------|--------------------------------|
| 9,851,829 adults; 4.3% of adults | ~ 9 million households; ~ 8% of households |

Source: Counts using intensive and non-intensive services are drawn from Section 4.5 and Exhibit 4.2; see the discussion there. Population counts for veterans and adults are from American FactFinder (factfinder.census.gov), using ACS data. Household estimates assume that the vast majority of households with a veteran have only one veteran (See Appendix C.

With a mail survey, costs per survey would be low—perhaps $10 per sampled case. Nevertheless, even with low cost per case, two-thirds of a million cases implies non-trivial costs—about $7 million for a single survey wave. Stratified sampling—on age or geography—would help. Even with a low cost per survey, this is a large number of surveys expended to find 12,000 veterans. This is very inefficient, because surveys are sent out to many more veterans who do not receive services than will be in the study—and are thus “wasted”—just to try and find enough veterans who did receive services. With a list that did identify of veterans by workforce system utilization group to start from, far fewer individuals would need to be contacted.

If the list of veterans includes their age we could gain some additional efficiency—a little, but not a lot (perhaps 20 percent; see Appendix C). This is because the probability of using the workforce system would be expected to vary with age. Older workers—age 60+, and even more so at 65+ and 70+—are much less likely to be in the workforce at all, and therefore would use no workforce services (see Section 3.1). Furthermore, among those in the workforce, it may be that younger veterans are more likely to use intensive workforce services than older veterans, because they are more likely to be transitioning to the civilian workforce. This information suggests stratified sampling; that is, survey all age groups, but oversample those who are more likely to use intensive workforce services. Calculations in Appendix C suggest that following such a stratified sampling strategy, the total number of surveys required to achieve 4,000 completed surveys would be smaller than 666,667, perhaps as low as 500,000.

In the absence of a list of veterans, the haystack is much larger, and the needle much more difficult to find. Without a list of veterans, ABS is probably the appropriate survey strategy. About 0.2 percent of all households have a veteran using intensive workforce services. It follows that using simple random sampling, a study must survey about 6.7 million households to find 4,000 veterans who used intensive DOL workforce services. Again, this is a lot of “wasted” surveys—even more wasted surveys than

---

125 If DOL would like the study team to further investigate the potential benefits of targeted sampling, we will further examine differences in veterans’ use of workforce services by age.


127 Surveying 6.7 million households with a 60 percent response rate will yield 4.0 million survey completes of which 4,000 (0.1 percent) will have a veteran using intensive workforce services.
starting from a list of veterans—again looking for 12,000 veterans, and in particular 4,000 veterans using intensive workforce services, at a high cost (even for a single wave).

9.4 Field Methods for Subsequent Survey Waves

To satisfy the requirement to conduct longitudinal research, a study-specific-survey frame would probably require multiple survey waves (i.e., surveys separated by a year or more). The discussion that follows assumes three survey waves, in years 1, 3, and 5.128

Relative to the initial survey, the cost for subsequent waves would be reduced. This is because the first wave of the survey bears the initial cost burden of addressing the needle in the haystack problem. At the end of the first wave, the study has a list of veterans who used intensive workforce services.

Going forward, the challenge is to maintain high survey response rates at subsequent waves. To better understand this challenge, consider the following calculation. Suppose that the goal is 4,000 completes at the third wave. If the survey response rate among veterans using intensive workforce services were 60 percent at each wave, then the initial sample would need to be 18,518—to yield 11,111 respondents at the first wave, 6,667 at the second wave, and the target 4,000 at the third wave. In other words, if we accept that 60 percent response rate at subsequent waves of the survey, then we need to more than triple the initial sample size (18,518 vs. 6,667), and the field cost for the initial sample will also approximately triple.

Instead, the optimal strategy is likely to be more-intensive and more-expensive field methods at subsequent waves of the survey. Those more-intensive methods yield higher response rates—allowing a smaller initial sample and lower overall cost. Doing so involves two steps:

1. At the wave 1 interview, and again at all but the last wave, collect tracking information for the respondent and friends and relatives who might know how to reach the respondent a year or more later. That contact information would include current address, telephone numbers, email addresses, social media handles.

2. At subsequent waves, use more-intensive survey field methods. Such a sequence could be, for example, initial mailing, calls to non-respondents to the mailing, and then in-person locating of those who do not respond to the calls/mailing using the contact information collected in the first step. These more-intensive field methods have a much higher cost, perhaps $500 per case. However, the strategy is much cheaper than substantially increasing the initial sample size to allow for higher loss rates at follow-up.

This approach of more intensive survey methods at later waves has the additional benefits of greater face validity from higher response rates.

128 Other strategies are possible. The survey could be fielded to all respondents in each year. The details for that would be the same as discussed above, but would double the number and total cost of the follow-up waves. Repeated cross-sections are another potential alternative. Given that the largest cost is in finding the initial sample, that option would be much more expensive. Assuming that group status (intensive services, core services only, or no services) were assigned based on the 12 months prior to the survey, it would also answer a different type of question—outcomes/impacts for the year following service receipt—as opposed to the truly longitudinal design described above that would track outcomes and estimate impacts for five years after service receipt for the same cohort. Given those drawbacks, we do not pursue those options further either here or in the EDOR.
10. Early Data Options for Descriptive Questions

Chapter 9 laid out the broad considerations in specifying design options to answer the research questions specified in DOL’s RFP and statute. This chapter provides brief discussion of a broad range of design options. The discussion considers three criteria—ability to achieve research goals, logistical challenges, and cost. Clearly, design options that most effectively optimize these criteria are preferred.

- **Ability to better achieve research goals** (i.e., to answer implementation, descriptive, impact, and cost-benefit questions if the data are successfully obtained) is determined by sample size and coverage of outcome domains of interest. Larger samples gathered at more time points are clearly preferred to smaller samples at fewer time points. If accessible and available for cross-source analyses, administrative data are clearly preferable. Once access is secured, the cost of analyzing records for the entire sample (often all veterans) and over all periods is low.

In contrast, survey field costs per case are likely to imply that a survey will reach the target sample (e.g., 4,000 completed surveys per group), but not much larger. (See the discussion of the “needle in the haystack problem in Section 9.3.) The implied samples are much smaller than samples from administrative data. Such survey samples are not sufficient to support many subgroup analyses of interest. As important, samples several times larger would probably be required to support robust estimates of causal impact using matching methods (or any other non-experimental method of impact analysis; see the discussion in Section 4.6). Thus, a pure study-specific-survey option would probably support neither robust causal analysis nor cost-benefit analysis.

Ability to achieve research goals is also related to the outcome domains for which a design will provide information. As noted in Section 6.1, extant administrative data cover most, but not all, of the domains included in this design project’s research questions. Accessing extant survey data could cover additional domains, but continues to leave some uncovered. It follows that strength of analysis is limited for a pure extant data analysis and even weaker for a pure administrative data analysis.

- **Fewer feasibility challenges** to answering the various research questions. Feasibility is primarily driven by data access considerations (Chapters 5 and 7).

- **Lower cost** is determined primarily by the mix of administrative data and survey data. If the option includes a study-specific survey, costs will be primarily a function of the target sample size for the rarest veteran population domain, if the study does not have access to an extant list of veterans who have received services. Additionally, costs will depend on the number of survey waves, sampling method, and interview mode. For simplicity in the body of the chapter, we use DOL’s suggestion of 4,000 completed interviews for each of the three workforce system utilization groups—12,000 completed interviews in total. Those sample sizes seem adequate to address the research questions of interest, but it is not clear that collecting relevant data on 4,000 veterans who have used intensive services is an affordable goal given the rarity of the population domain.\(^\text{129}\)

Note also that the cost discussion here concerns only data access and survey data costs. Broader project costs—start-up, instrument development, OMB clearance, ongoing interactions with DOL,

\(^{129}\) Appendix C discusses the derivation of the survey cost estimates.
analysis, report drafting, and data documentation—are not considered. For a 5-year study, those costs are likely to be more than $1.3 million.

Specifically, this chapter discusses nine early data options and briefly notes several others. Exhibit 10.1 summarizes the strengths and weaknesses of each option.

- Section 10.1 discusses four simple and direct data collection designs: (1) an ideal design assuming unrestricted access to administrative data, and perhaps to extant survey data; (2) a safe harbor extant-data design at the Census Bureau; (3) a safe harbor extant-data design at some custodian of earnings data (e.g., NDNH, SSA); and (4) an ABS study-specific survey-only design.

- Section 10.2 discusses three less direct designs: (5) starting from a list of veterans; (6) starting from a large survey that identifies veterans (in particular, the ACS); and (7) starting from state-specific lists of veterans using workforce services, with sufficient detail to separately identify veterans using intensive workforce services.

- Section 10.3 discusses two designs that address only a small set of the research questions, but which might usefully augment pure administrative-data-based approaches: (8) customer service surveys and (9) customer focus groups.

We briefly note in Section 10.4 some other designs that we considered but did not deem worthy of more detailed consideration—at least in this document.

### Exhibit 10.1. Summary of Options and Ranking on Three Criteria

<table>
<thead>
<tr>
<th>Option</th>
<th>Research Goals</th>
<th>Logistical Challenges</th>
<th>Cost</th>
<th>Administrative</th>
<th>Study-Specific Survey&lt;sup&gt;a&lt;/sup&gt; (three rounds for Options 1-7)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Direct Design Options</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Unrestricted access</td>
<td>B+/A+</td>
<td>D</td>
<td>A/B</td>
<td>$1.5</td>
<td>$30</td>
</tr>
<tr>
<td>2. Safe harbor @ Census Bureau</td>
<td>B–/B+</td>
<td>B–/C</td>
<td>A–/C+</td>
<td>$1.5</td>
<td>$44</td>
</tr>
<tr>
<td>3. Safe harbor @ earnings-data custodian (NDNH)</td>
<td>B+</td>
<td>B</td>
<td>A–</td>
<td>$1.5</td>
<td>n/a</td>
</tr>
<tr>
<td>4. ABS survey</td>
<td>B+</td>
<td>A</td>
<td>F</td>
<td>n/a</td>
<td>$224</td>
</tr>
<tr>
<td><strong>Less Direct Design Options</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. List of veterans</td>
<td>B+</td>
<td>B+</td>
<td>C+</td>
<td>$1.5</td>
<td>$44</td>
</tr>
<tr>
<td>6. ACS as frame</td>
<td>B+</td>
<td>B–</td>
<td>C</td>
<td>$1.5</td>
<td>$44</td>
</tr>
<tr>
<td>7. Workforce data for some states</td>
<td>B/B+</td>
<td>B+</td>
<td>B+/B</td>
<td>$2.5</td>
<td>$30</td>
</tr>
<tr>
<td><strong>Secondary Design Options</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Customer satisfaction surveys</td>
<td>C</td>
<td>A–</td>
<td>A–</td>
<td>n/a</td>
<td>$0.1</td>
</tr>
<tr>
<td>9. Customer focus groups</td>
<td>C–</td>
<td>A–</td>
<td>A–</td>
<td>n/a</td>
<td>$0.25</td>
</tr>
</tbody>
</table>

Note: Grading system uses standard school conventions: A is best, F is worst. When two grades are separated by a slash (/), the first (left side) grade is for an administrative-data-only effort; the second (right side) grade is for an administrative data effort augmented by a study-specific survey. Costs are very rough estimates and are not meant to be definitive, but rather to help compare the magnitude of differences between options. Survey costs for Options 1 through 7 assume 12,000 completed surveys. Option 8 assumes 1,000 completes apiece for veterans using non-intensive services only and those using intensive services. Option 9 assumes four focus groups at 25 sites. Follow-up survey costs assume use of intensive methods to obtain high response rates. Survey costs would be roughly $24 million lower if administrative data are sufficient for post-baseline information and follow-up surveys are not necessary. See Appendix C for details.

<sup>a</sup> Or other study-specific primary data collection—focus groups in the case of Option 9.
Throughout, the discussion makes two assumptions. The first assumption is that the current de jure and de facto data-sharing rules will continue to apply. The second assumption is that the minimum acceptable sample size is 12,000—4,000 in each of the three groups. We return to both of these assumptions in the final section of this chapter.

Finally, note that the discussion that follows assumes that “workforce services” and “intensive workforce services” include services provided both by the veterans-specific JVSG program and by the broader DOL workforce system, as indicated in DOL’s solicitation for the study. Alternatively, the definition might be narrowed to include only services provided by JVSG, excluding services provided to veterans by the broader, non-veterans-specific workforce system. That alternative approach would be consistent with Rep. Paul Cook’s indication of statutory intent (see Section 2.1). Using that narrower definition would make the needle in the haystack problem even more severe and substantially increase costs. Nonetheless, the analysis could be done under that alternative assumption—either in place of or in addition to the current analysis using the broader definition. We look forward to DOL/CEO’s guidance on this issue.

10.1 Four Direct Designs

We begin our tour of early design options with four simple and direct designs.

10.1.1 The Ideal: Unrestricted Access to Extant Administrative Data

With unrestricted access to administrative data, a nearly ideal study would be possible. Specifically, such a study would

- Build a sampling frame from an administrative-data-derived list of veterans including SSNs.
- Using those SSNs, match the list of veterans to nationwide DOL-held data on use of the workforce system.
- Match the resulting file to administrative data and perhaps to extant survey data on earnings and other outcomes.
- Perform those matches annually, yielding longitudinal data on outcomes available in administrative data.
- Select a subsample of veterans for a study-specific survey to collect information on outcomes not available in extant administrative data. Address and telephone information for all veterans does not appear to be available in any federal administrative data system. For veterans using the workforce system, that information should be in state workforce data. Complementarily, with name, date of birth, and SSN, a commercial data aggregator (e.g., Axiom, Nielsen/Claritas) could provide addresses and telephone numbers for enough of the sample to support a robust survey.

In this design, the study-specific survey is secondary—filling in outcomes of interest that are not available in extant data. As such, the survey could be small—perhaps 4,000 completed interviews in each of the three groups. Furthermore, because the study would have names and identifiers for veterans using intensive workforce services, the initial wave of the survey would be relatively low cost. Finally, with the administrative data analyses satisfying the longitudinal requirement, one or perhaps two waves of the survey might be sufficient.

**Research goals.** We refer to this as the “ideal” option because of the strength of the resulting analysis. The analysis would include administrative data for all veterans and extant survey data for all veterans who had been surveyed (e.g., by the ACS). The resulting sample sizes are as large as possible and would
support matching to estimate casual impact. Those matching estimates would in turn support cost-benefit analysis. For a subsample, the survey would fill in outcomes not available in extant data.

**Logistical challenges.** Barring changes to statute and regulation, this option seems infeasible. It is far from clear that any custodian of a list of veterans would release a list with identifiers (i.e., name, SSN, date of birth, last known address) and permission to contact via survey. Furthermore, no national database of workforce data with needed identifiers currently exists, and it appears that DOL does not have the statutory ability to construct one. For its part, the Census Bureau is prohibited by statute from sharing identified data. Finally, it is unclear whether any custodian of a list of veterans has the right to allow matching of the list to data on earnings and other outcomes.

**Cost.** This option would have relatively low cost. If access could be obtained, payments to data providers over 5 years would likely be roughly $1.5 million. With a list of veterans stratified by use of the workforce system, a survey effort would sidestep the needle in the haystack problem (i.e., simply finding veterans who used intensive workforce services). There would be few “wasted” surveys. Very rough estimates suggest that a single wave of such a survey might cost $6 million; subsequent waves would have similar cost.

### 10.1.2 Safe Harbor Extant-Data Design at the Census Bureau

As noted in Section 7.1 and the report of the Commission on Evidence-Based Policymaking (2017), the Census Bureau has broad statutory authority to aggregate and analyze extant data—with minimal requirements for permission from those covered by the administrative data. When a study can be shown to be of use to the Census Bureau’s mission and appropriate funding is available, the Census Bureau is sometimes willing to conduct such analyses. This suggests the following strategy:

- Induce data custodians—DoD or VA for a list of veterans, states for data on workforce system utilization, some source of data on earnings—to provide identified data to Census.
- Pay Census to merge those three data inputs with one another and with the ACS (for veterans who responded to the ACS).
- Work with Census to analyze the resulting merged analysis file (on Census’s server)
- Work with Census to clear the results for public release.
- (Possibly) fund the Census Bureau to survey veterans who had previously been included in the ACS.

Again, any study-specific survey would be secondary—filling in outcomes of interest that are not available in extant data. As such, the survey could be small—perhaps 4,000 completed interviews in each of the three groups. Furthermore, with the administrative data analyses satisfying the longitudinal requirement, one or perhaps two waves of the survey might be sufficient.

**Research goals.** Extant data would be quite strong under this option: both extant administrative data and extant ACS data. Sample sizes for extant data analysis would be large: all veterans for administrative data analyses, all veterans interviewed in the ACS for ACS-based analyses.

In the absence of a study-specific survey, domain coverage would, however, be incomplete. If the Census Bureau agreed to and was paid to conduct a study-specific survey using the ACS as a frame, domain coverage could be complete.

**Logistical challenges.** The Census Bureau does control the ACS, but the ACS alone is insufficient to address the study’s research questions. Instead, the key logistical challenge in this design is to access
administrative data covering three crucial concepts—a list of veterans, information on workforce system utilization by veterans, and information on earnings and other outcomes. Census does not directly control administrative data systems that could address these three concepts. Census has received lists of veterans from VA, but Census would appear to need explicit approval from VA to allow this study to use an existing list of veterans. Similarly, Census receives UI wage data from all states and tax data from IRS. Again, even though Census physically has those data, explicit permission of the data custodians would be required for use in another study. Finally, no one—including Census—has a national database of participant-level workforce data with identifiers.

In summary, Census has three major advantages as a safe harbor. First, the Census Bureau controls the ACS data (and will not provide identified data to anyone else). Second, the Census Bureau is a—probably the most—respected safe harbor. Third, the Census Bureau has physical possession and consistent data files for two of the crucial concepts—list of veterans and earnings data.

However, using the Census Bureau as a simple safe harbor—e.g., at a Research Data Center—would still require gaining permission to use its lists of veterans and earnings data. It is our sense that—relative to other possible safe harbors—gaining access to a list of veterans would not be substantially easier through the Census Bureau. It is also our sense that gaining access to earnings data in a Census Bureau safe harbor will probably not be possible. Several sources suggested that some states never give access to their UI earnings data at the Census Bureau and that pursuing other states would require negotiations that might not be successful. Similarly, access to tax data would require that we demonstrate a strong benefit to tax collection. Sources suggested that this would be challenging.

There is a second approach to accessing data of which the Census Bureau has physical control. Discussions with Census Bureau staff and other informed observers suggest that the hurdle for accessing data in the physical control of the Census Bureau is lower for a “Census project.” Furthermore, for some purposes, a non–Census Bureau project for which the Census Bureau is a full partner and a Census Bureau staffer is a full member of the research team is viewed as a Census Bureau project.

Though we will explore this option in the next phase of knowledge development, it is important that we point out several disadvantages of this approach. First, Census Bureau staff representatives stated that current resource constraints preclude taking on any new projects. This condition might, however, be temporary. By the time this study would be funded, Census might again start taking on new projects. Alternatively, several groups are already collaborating with Census on veterans’ issues; several of those groups expressed considerable interest in partnering with DOL.

The second disadvantage is that partnering with Census would require DOL to relinquish some control over the study. The Census Bureau prefers to be granted unlimited use of data provided as part of such partnerships; for example, for other Census Bureau analyses beyond the original agreement. Some data custodians prefer to retain more control over how their data are used.

Relatedly, any studies done in partnership with the Census Bureau require Census Bureau approval for public release. This entails not only review for inappropriate data disclosure, but also review for statistical methods, for the substance of the findings, and for how the results are conveyed.

In addition, the Census Bureau staff member associated with the project would be a full member of the research team. That is likely to involve considerable input into research questions, research methods, and final text of any publications. We note that the statute requires a study by “a non-government entity,” so any Census Bureau staff would be in addition to DOL’s non-governmental partner.
10 EARLY DATA OPTIONS

Cost. This option would probably also have low cost. However, the cost would be higher than the first, “ideal” option, especially if there was to be a study-specific survey.

10.1.3 Safe Harbor Extant-Data Design at an Earnings-Data Custodian

This option is identical to the previous one, except that some custodian of earnings data would serve as the safe harbor. Possible custodians include the OCSE’s NDNH group or SSA. The discussion uses the NDNH example. Issues appear similar if SSA provided the safe harbor and its own earnings data.

In either case, the steps would be as follows:

- NDNH already controls the earnings data.
- Induce data custodians—DoD or VA for the list of veterans, states for data on workforce system utilization—to provide identified data to NDNH.
- Pay NDNH to PIK all of the data files.
- Work on DOL’s secure server with the resulting PIK’d files.

Research goals. Extant administrative data would be strong under this option. Sample sizes for extant data analysis would be large; all veterans for administrative data analyses. However, unless data custodians also provide identifiers to the study team (outside the safe harbor), a study-specific survey would appear to be impossible. Without those survey data, domain coverage would be incomplete.

Logistical challenges. Relative to using the Census Bureau as a safe harbor, this option seems more likely to yield the crucial earnings data. Relative to using the Census Bureau, this option would probably be a slightly, but only slightly, less trusted safe harbor for states or other federal data custodians.

Cost. This is a comparatively low-cost option.

10.1.4 ABS Survey Instead of an Extant Frame

The study could use a pure address-based sample design, which would entail the following:

- Stratify low levels of geography by a proxy for use of intensive workforce services by veterans.\(^{130}\)
- Purchase a list of addresses, oversampling geography identified as dense in veterans using intensive workforce services. If available, purchase a list with a veterans flag (even if imperfect) to support oversampling of those addresses.
- Make an initial screening mailing inquiring about veteran status and use of workforce services.
- Make a second mailing to all veterans who report using intensive services, and to the same number of veterans from each of the other two groups (those who report using only non-intensive workforce services and those who used no services), selected at random. Note that because the number of

---

\(^{130}\) Aggregate PIRL data should be able to provide counts of veterans using intensive workforce services that could then be aggregated up to Census Bureau Public Use Microdata Areas. ACS data would provide counts of households for those same areas. Combining these data gives rates of use by households. Those rates are key input for stratified random sampling.
screened respondents in the groups vary, the selection probabilities will also vary across groups in order to yield equal numbers of sample members in each group.131

- Weight the final data for differential probability of selection—at the initial household and then by subsampling for veterans and various groupings of use of workforce services—and for differential survey non-response.

- Re-survey that same population at a later date (e.g., in year 3 and year 5)—satisfying the longitudinal requirement. To maintain high response rates and large samples at follow-up, re-survey(s) have interviewers attempt to call sample members. For those not reached on the phone, use field locating.

It does not seem worthwhile to ask for SSNs and permission to link to administrative data. Given concerns about identity theft, it is hard to imagine that veterans would provide their SSN or permission to link in a mail survey.

**Research goals.** Given that the study controls survey content, there is no problem with domain coverage. There are, however, concerns about response errors and survey non-response. The experience of the *National Survey of Veterans* suggests likely response rates of 60 percent or lower. Those rates are low enough to induce concern about non-response bias (but see Groves [2006]; Groves & Peytcheva [2008]; Peytcheva & Groves [2009]).

Given high costs of screening, final samples sizes are likely to be small: 4,000 for intensive services and much larger for the other two groups. These samples are too small to support most subgroup analyses. Many estimates would likely be “noisy.” In addition, samples of this size are not sufficient to estimate causal impact using non-experimental methods (see Section 4.6). Furthermore, there would likely be no linking to administrative data.

Finally, data would be available only for the limited number of survey waves. Retrospective data—especially on outcomes such as earnings and income—are so unreliable as to not be worth asking.

**Logistical challenges.** The clear advantage of this approach is feasibility. No external agency need provide data—not DoD or VA (for a list of veterans), not states (workforce data), and not some other entity like SSA or OSCE providing earnings data.

**Cost.** As we detail in Exhibit 9.1, veterans using intensive workforce services are present in only about 0.2 percent of all households. Thus, this design has a major needle in the haystack problem. As a result, even with optimal stratification, this design must survey millions of households and will therefore have very high cost. Very rough calculations in Appendix C suggest costs on the order of $200 million for the initial survey wave and $12 million for each subsequent wave. Thus, the total field cost of a three-wave longitudinal study would be on the order of $224 million. That would be an expensive survey effort and several times more costly than the planning factors provided to us informally by several key informants.

---

131 The proportion of screened respondents selected to receive a second mailing in the “non-intensive services only group” would be roughly 33 percent, because there are about three times as many individuals in that group. Because the overwhelming majority of veterans contacted will be in the no services group, a far smaller proportion of them will receive a second mailing.
10.2 Three More Complicated and Less Direct Designs

The previous section sketched three simple and direct designs. Each faces inherent challenges. The first and ideal, “Unrestricted Access” design is almost certainly infeasible under current circumstances. The second, “Safe Harbor at the Census Bureau” design is probably not feasible. The third, “Safe Harbor at an Earnings-Data Custodian” design may be feasible, but only for limited data. The fourth, “No Frame, ABS Survey Instead” design is feasible, but appears to be cost prohibitive.

Other, more complicated, and less direct, designs may be worthy of additional consideration.

10.2.1 List of Veterans from Administrative Data

If DoD or VA provided a list of veterans with name, DOB, SSN, and date of birth and permission to survey them, the study could proceed as follows:

- Pay a commercial data aggregator to append contact information (address, telephone number, email address) to a random sample from the list of veterans. Assuming age data are available, use stratified sampling; that is, oversample younger veterans who are more likely to use intensive workforce services. (See Appendix C for details.)
- Use ABS to survey that sample, probably a two-phase survey ( screener and then a full survey for a subset).
- Append the survey data—including workforce system utilization group—to the list of veterans.
- Match the resulting file to administrative data, and perhaps to extant survey data.
- Match again in subsequent years to fulfill the longitudinal study requirement.

Research goals. This would be a study-specific survey. It could therefore cover all domains. Starting from a list with SSNs, it would also be possible to link to administrative data—for those we survey, and thereby determine their utilization group. Administrative data could be used to satisfy the longitudinal study requirement.

Sample sizes would be about 4,000 for intensive services; much larger for the other two groups. Again, these samples are too small to support most subgroup analyses. Many estimates would be “noisy.” In addition, samples of this size are not sufficient to estimate causal impact using non-experimental methods (see Section 4.6).

Logistical challenges. This design option requires a list of veterans—with identifiers—and permission to survey them. It is not clear that access to such a list can be obtained.

In addition, this design implicitly assumes that permission of veterans surveyed would not be needed to link the list of veterans and survey responses to other administrative data on outcomes. Such permission might be required; in that scenario, permission rates are likely to be low. If so, the ability to link to administrative data is, in practice, lost. As a result, a survey would again be needed to fulfill DOL’s requirement for a longitudinal study.

Cost. Survey field efforts for this design option would “only” be about $20 million (vs. $200 million for the pure ABS option described in Section 10.1.4). With a list of veterans, the needle in the haystack problem is less severe, though far from trivial. With SSNs, there is no need for follow-up surveys (assuming that permission is not needed). However, if linking to administrative data is not possible, then this design would require three waves of surveys. As a result, survey cost rises to $20 million.
10.2.2 **American Community Survey as a Frame**

A study using veterans identified in the ACS as a frame might proceed as follows:

- From recent ACS interviews, select a sample of veterans to survey, oversampling by age and geography to increase the probability of finding veterans who use intensive workforce services.
- Survey those veterans, using the addresses at which they were located for the ACS and forwarding information.
- (Perhaps) use a commercial data aggregator to find subsequent addresses for veterans who have moved.
- Match the resulting file to administrative data, and perhaps to extant survey data.
- Match again in subsequent years to fulfill the longitudinal study requirement.

**Research goals.** This would be a study-specific survey. It could therefore cover all domains. Starting from a list with SSNs, it would also be possible to link to administrative data—for those we survey, and thereby determine their utilization group. Administrative data could be used to satisfy the longitudinal study requirement.

Sample sizes would be limited by the size of the ACS. The ACS survey is huge—about 2 million households per year. However, veterans using intensive workforce services are a rare sub-population. About 0.2 percent of households include such a veteran. It follows that even if the study surveyed every veteran in the ACS and if every veteran responded, the study would still find only about 4,000 veterans who used intensive workforce services. Accounting for movers and survey non-response, that final sample would probably be closer to 2,000.

Using multiple years of the ACS would increase the number of veterans found who used intensive workforce services. However, the ACS is an address survey. Once individuals move, they become harder to find, and response rates would drop. Thus, adding a second year would approximately double field costs, but sample size would not increase as much—perhaps only by half or two-thirds. Additional completed surveys from adding a third year are likely to be even smaller.

Even more than for the previous analysis in Section 10.2.1, these samples are too small to support most subgroup analyses. Many estimates would be “noisy.” In addition, samples of this size are not sufficient to estimate causal impact using non-experimental methods.

**Logistical challenges.** There is limited precedent, for using the ACS as a frame to survey rare populations. Additional discussion with the Census Bureau would be needed to better understand the feasibility of this early design option. Furthermore, it is unclear what administrative data on earnings would be available to such a study.

**Cost.** Restrictions on access to identified ACS data mean that only the Census Bureau, not any outside survey group, could field the survey. So the Census Bureau would not face competition and the study would likely incur somewhat higher survey field operation costs than it would using private sector providers. Total survey field costs would perhaps be $20 million (See Appendix C). Inasmuch as administrative data could be used to satisfy the longitudinal study requirement, no subsequent survey waves would be needed.
10.2.3 State Workforce System Data for a Subset of States

DOL is prohibited by statute from creating a national database of participant-level workforce data; however, the states’ own workforce systems have administrative data with identifiers—name, address, SSN, date of birth—that they strip before submitting their data to DOL. Having access to these data solves the needle in the haystack problem, but does not provide a list of veterans who did not use any workforce services. Thus, an alternative strategy is to work through the states. Such a dual-frame strategy might proceed as follows:

- Recruit states to participate in the study; that is, to provide their identified workforce data and permission to survey. Past experience recruiting states for other studies suggests that there will be moderate costs per state recruited (months of staff time), so the most desirable states are those with large populations of veterans and large numbers of veterans using intensive workforce services. See Section 3.1 for a discussion of the concentration of veterans and Section 4.5 for a discussion of veterans’ use of intensive workforce services by state.

- Survey a subsample of the veterans appearing in states’ workforce data using a higher probability of selection for veterans using intensive workforce services and lower probabilities for the more prevalent veterans using non-intensive workforce services only.

- (Perhaps) match the entire state data file to federal administrative data, and perhaps to extant survey data.

- (Again perhaps) match in subsequent years to fulfill the longitudinal study requirement.

- Field an ABS survey in the participating states to find veterans who do not use workforce services at all. That survey should oversample geographic areas with high prevalence of veterans in the workforce.132

- Create a single set of weights for this dual frame (list of veterans using workforce services and ABS survey) effort.

Collectively, three factors suggest that this is a less than elegant design option: (1) that only some states would participate; (2) that some cases would come from a list and some from ABS; and (3) that administrative data would be available for only some of the cases. Nevertheless, in relative terms, it may be the most attractive design option.

Research goals. This would be a study-specific survey. It could therefore cover all domains.

For veterans who used any workforce services, the study would have individual identifiers. It could thus match to administrative data—for those who used the workforce system, but not for those who did not.

Sample sizes would be limited only by budget and the size of the participating states. As we discuss below, cost per case would likely to be relatively low, so samples larger than 12,000 could be considered. However, unless many states (particularly those with larger numbers of veterans using intensive workforce services) participated, even surveying all veterans using intensive workforce services might not yield 4,000 completed interviews. In fact, such cases might be so rare as to require more-labor-intensive survey field methods.

---

132 It does not seem worthwhile to ask for identifiers and permission to link; permission rates seem likely to be so low as to imply that the resulting data are not usable.
Such a study would be representative only of the states that agreed to participate. Given that some states would likely decline to participate, this implies that the resulting study would not be a proper sample of the full population of interest (e.g., it would not be possible to create fully correct weights). This is a standard drawback in all such state-specific (or site-specific) designs in that they support less strong analyses.

**Logistical challenges.** The only logistical challenge is whether states would provide data for the study. Recruiting states would be resource intensive (perhaps $1 million). Some version of this strategy seems almost certainly feasible.

**Cost.** In this design, state workforce data provides a list of the two rarer workforce system utilization groups—veterans using intensive services and veterans using non-intensive services only. For those two groups there is no needle in the haystack problem, which sharply reduces costs of finding those veterans. However, the study would also need to separately identify veterans who did not use workforce services. ABS could be used to those veterans. About 11 percent of households will have such a veteran. Calculations in Appendix C show initial survey costs in the range of $5 million.

If DOL chose to satisfy the requirement for a longitudinal survey only for those using any workforce services (those two rarer workforce system utilization groups), then administrative data would be sufficient. There would be no additional survey costs for follow-up rounds. Two rounds of follow-up survey with intensive field methods would cost roughly $12 million per round.

### 10.3 Two Secondary Designs

If feasible, pure administrative data designs have strong advantages—much larger samples, better data quality (for domains covered), much lower cost. However, pure administrative data designs are limited to the information available that is routinely gathered. The statute’s RQs require some information that does not appear to be available in administrative data:

- *(J)* In the case of such an individual who received services under this chapter, whether the individual believes that any service provided by a Disabled Veterans’ Outreach Program specialist or Local Veterans’ Employment Representative helped the individual to become employed.

- *(K)* In the case of such an individual who believes such a service helped the individual to become employed, whether ... the individual believes such a service helped the individual to secure a higher wage or salary. ...

- *(O)* Whether such individual had contact with a One-Stop Career Center employee while attending a workshop or job fair under the Transition GPS Program of the Department of Defense.

Because a pure administrative design could not answer those RQs, and we have detailed the challenges in combing administrative data and survey data, in this section, we discuss small and relatively inexpensive supplemental data collection efforts that could address those RQs. Because of their ability to address all

---

133 The ACS can provide information on the fraction of veterans in the workforce by Public Use Microdata Areas. Oversampling those can raise the effective prevalence rate to perhaps 10 percent.

research questions at relatively low cost, combining a pure administrative data effort with such a supplementary data collection effort for the remaining RQs might yield attractive options.

In particular, note a challenge of study-specific approaches is finding the rare veterans who used intensive workforce services among the general population. However, these veterans were in the AJC at some point to receive the services. However, the direct way to use this information would be to get state workforce data. As noted above, whether that would be possible is unclear. In the absence of state workforce data, the incomplete designs below exploit the ability to find participating veterans in individual AJCs to yield information at a low cost. The disadvantages of these approaches are that the resulting samples are small, and the resulting data probably cannot be linked to administrative data.

10.3.1 Customer Satisfaction Surveys
Veterans using workforce services—intensive or non-intensive only—are in an AJC to receive those services. They are thus, in principle, available to be surveyed. It seems likely that most states, WDBs, and AJCs would allow such surveys.

A standard approach would be to take a random sample of AJCs and days in the survey period. For the selected AJCs and days, veterans using workforce services would receive a paper survey and an envelope while they are in the AJCs. They would complete the survey at the AJC after workforce services were received, place the survey in the envelope, seal the envelope, and put it in a collection box (or drop it in the mail back to the evaluation team).

 Ensuring an adequate response rates will be an issue. The first step to maintaining high response rates would be to construct a survey instrument that is short, perhaps two to four pages. No identifiers would be collected. Total costs to obtain 1,000 completes for each of the two service-use groups would be roughly $100,000 (see Appendix C).

10.3.2 Client Focus Groups
Alternatively, over a short period, perhaps a month, the study could collect a list of all veterans receiving services—stratified by intensive or only non-intensive only. A sample of those veterans would be invited to participate in a focus group, to occur at the AJC or perhaps at some neutral facility. Participants would receive a small payment for their time (at the focus group, as well as their travel to and from it) and for their costs of travel. Perhaps $50 for a 90-minute session.

Focus group sessions would proceed according to established research standards, including the use of a trained moderator and a written protocol that includes both questions and probes. The protocol would provide for basic content and organization; however, the discussion would be allowed to proceed organically.

Relative to a customer service survey, sample sizes for focus groups would be smaller. Bias from non-random selection of veterans into the study would be even more severe, but costs would probably be lower. Costs to conduct four focus groups apiece at 25 AJCs would run roughly $250,000 total—$10,000 per site (see Appendix C).

10.4 Three Other Designs, Briefly Noted
The several other designs relegated to this last section are—in our preliminary judgment—are more problematic than the preceding nine.
10.4.1 Snowball Sampling

Snowball sampling begins with several members of the population of interest and asks them to identify other members of the population. Those identified individuals are in turn asked to identify more members of the population. The process can continue for several more iterations.

This method is commonly used to sample rare populations whose members have affinity relationships to other members of the same population. A recent example is a study of transgender veterans (Dietert, Dentice, & Keig, 2017). It is only effective if people in the rare population tend to know one another. It is also critically important that people in the targeted rare domain trust the data collector enough to be willing to identify members of their personal networks.

It is reasonably easy to select a sample of veterans using an ABS design. The challenge is to find those who used the intensive services. If a sample of 8,000 veterans were interviewed as a first wave from an ABS design and each asked to nominate 10 other veterans, from the resulting 80,000 veterans we would expect to find 800 who used the intensive services of interest. This number is still well shy of the desired 4,000 users of intensive services, but could be obtained at far more reasonable cost than screening a probability sample for the proverbial needle in the haystack.

The disadvantage of such snowball sampling is that the sample will not be a probability sample. Therefore, model-based procedures will be needed to analyze the results, rather than design-based methods. Most seriously, socially isolated veterans who use these services will be underrepresented. Some correction for this should be feasible if a question on the main survey asks each person about the depth of their social network. As long as the main survey is a probability sample, unbiased national estimates of veterans by depth of social network can be prepared. These can then be used to prepare pseudo-design weights for the snowball sample.

10.4.2 Interviewers at AJCs

If enough door greeters were posted at AJCs for enough time, it theoretically would be possible to find a sufficiently large sample of veterans using intensive workforce services. We have not estimated how many person hours of greeters would be required or at how many AJCs, but we expect it would be very expensive (more than 10 times as expensive as ABS). Moreover, AJCs might find the presence of greeters to be an annoyance that interferes with normal AJC operations. Veterans might be unwilling to sit for a long survey after meeting AJC staff; an alternative might be to collect basic contact information at the AJC and then survey later using some combination of email/internet, phone, and in-person. If DOL is interested, we can prepare an estimate of how many greeter hours would be required.

10.4.3 List of Veterans Using JVSG Services

The statutory language prohibiting the creation of a national database of personally identifiable information for users of some workforce services is from WIOA authorization and does not appear to apply to JVSG (see Section 5.2). If DOL were able to receive SSNs for JVSG participants, it would be possible to use that national database as a list for a survey or to match to administrative data.

This strategy would have one clear advantage. It would allow a much cheaper study-specific survey. If the study defined intensive workforce services narrowly—that is, to include only JVSG-provided intensive services, then a dual-frame strategy would be possible (this option is related to the option in Section 10.2.3, but with weaker sampling and follow-up—and therefore less representative). First, from the national list, survey those receiving JVSG-provided intensive workforce services. Second, survey the other groups either (1) through ABS or (2) from a list of veterans (e.g., from DoD or VA). Either
approach would yield some (but only a handful) of veterans using intensive workforce services. They could also be included in the sample.

This design option requires a survey, but rather than looking for the very rare veterans using intensive workforce service, the survey is only looking for veterans using only non-intensive workforce services. Veterans using only non-intensive workforce services are three times as common as veterans using intensive workforce services. As a result, this option would “waste” only a third as many surveys, so a $3 million survey without access to such a list would cost only about $1 million if such a list was available.

This strategy has several challenges. First, no such database currently exists, and whether it would be legal to create one is unclear. Second, this would identify only veterans using one type of intensive services (i.e., those provided by DVOPs) but not the other type (i.e., services provided by regular WIOA staff). Because DVOPs serve only veterans with significant barriers to employment, veterans without such barriers would be excluded. A study following this approach would either need to give up on WIOA-delivered intensive services—and the types of veterans who use those services—or collect that information from other sources.

### 10.5 Relaxing Assumptions

This chapter’s judgments about ability to address research goals, logistical challenges, and cost have been based on assumptions about data-sharing rules and sample sizes. It is worthwhile to revisit both of those assumptions.

**Data-Sharing Rules.** This assumption was that the current de jure and de facto data-sharing rules would continue to apply. Preliminary discussions with data custodians suggest that, to a great extent, the restrictions on data sharing are in legal statute. Congress mandated this study and Congress could amend the legislation to specifically require data sharing—by DoD or VA of a list of veterans; by states of identifiers in workforce data; and of some earnings data by state UI programs, NDNH, SSA, or the IRS. Furthermore, Congress could require that any such data sharing include the right to survey.

Perhaps more plausibly, the type of data sharing required under either of the “Safe Harbor” design options (Section 10.1.2 or 10.1.3) would be covered by the proposal of the Commission on Evidence-Based Policymaking. The Commission has specifically proposed changes to data-sharing legislation to explicitly permit data matching for statistical purposes, subject to appropriate safeguards. If such legislation were to be enacted, those two design options would likely become feasible.

**Sample Sizes.** This assumption was that the target sample size is 12,000—4,000 in each of the three workforce system utilization groups. The analysis here has used it as a useful starting point, as it is a plausible sample size.

That said, it seems worthwhile to consider much smaller samples. As discussed in Section 4.6, a sample of 4,000 per group is almost certainly not large enough to support robust estimates of the causal impact of workforce services. Attempting to estimate causal impact on samples of this size is likely to lead to a finding of no evidence of impact—even if there are substantively important impacts. Furthermore, robust estimates of causal impact would provide the “benefits” for a cost-benefit analysis. In their absence, cost-benefit analysis is not possible.

If, however, a study gives up on estimating causal impact and cost-benefit analysis, much smaller samples become worthy of consideration. A standard sample size for polling is 1,000 cases. A sample of 1,000 in
each of the three utilization groups—and thus a total sample of 3,000 veterans—would allow straightforward characterizations of the three populations. Samples of that size would allow estimation of percentages with a confidence interval of plus or minus 3 percentage points.\textsuperscript{135} For comparison the corresponding confidence interval for 4,000 cases per group would be half as wide, or plus or minus 1.5 percentage points.

Designs that will support 4,000 cases per group would have costs approximately four times as high as the cost of 1,000 cases per group. Given the goals of this study, it is not clear that the additional precision is worth the additional cost.

That judgment requires more guidance from DOL as to the goals of the study and the available budget.

\textsuperscript{135} If the population prevalence of the outcome of interest is one-half and the sample size is 1,000 (i.e., $p=0.05$ and $N=1,000$), the resulting standard error of the estimate is 1.58 percentage points. A 95 percent confidence interval would be plus or minus 1.96 times that standard error, or 3.099 percentage points. Furthermore, $p=0.05$ is the worst case. As the population prevalence diverges from one-half, the standard error falls. Thus, the plus or minus 3 percentage points statement in the body of the document.
11. Concluding Thoughts

This document concludes the project’s knowledge development phase. It reports what has been learned and begins the task of specifying design options. The first section of this chapter restates the knowledge developed and its implications for design options (Section 11.1). The second and final section of this chapter briefly considers the relation between this and the Evaluation Design Options Report.

11.1 Knowledge Developed and Implications for Design

Our knowledge development activities identified several key facts—each with implications for the study.

1. **There are two broad strategies—administrative data versus a study-specific survey—each with advantages and disadvantages.** Robustly combining the two strategies may not be feasible. Administrative-data-based strategies are much cheaper and yield much larger samples and higher-data quality, but they do not cover all research questions. Conversely, a study-specific survey could ask about anything and thus cover all research questions. However, cost would be far higher, leading to much smaller samples, and reduced ability to generate definitive findings from the data. In particular, sample sizes would be too small to support robust observational estimates of the impact of workforce services. Without robust estimates of impact, estimates of cost-benefit are also not possible.

   Though it is natural to explore any opportunities to combine the two; i.e., collecting survey and administrative data for the sample individuals. If starting from a survey, that approach would require gathering identifiers—name, date of birth, SSN—from survey respondents. In the current identity-theft-aware environment, refusal to provide that information seems likely to be so common as to vitiate the strategy.

   Conversely, starting from administrative data requires contact information—address, telephone number, email—and permission to contact in order to field the survey. Recovering contact information from name and date of birth is probably possible; however, whether a study could gain access to administrative data with permission to contact is unclear. As we discuss below, access to de-identified administrative data is likely to be challenging; access to identifiers with permission to contact is likely to be more so.

   If, as it appears, collecting administrative and survey data for the same individuals is not feasible, CEO will need to make hard choices between using one or the other, each of which has very marked advantages and disadvantages.

2. **Veterans using intensive workforce services are a rare population.** The most recent available data suggest that veterans using intensive workforce services represent very roughly 0.2 percent of all adults and about 2 percent of all veterans.

   Unless a list of veterans using intensive workforce services is available to the study, administrative-data-based approaches are impossible and survey-based strategies will have high costs. The high costs are the result of “wasted” surveys; that is, surveying large numbers of people who are not veterans who used intensive workforce services in order to find the rare veteran who used them.

3. **DOL does not currently have an identified list of veterans using intensive workforce services.** The states have such lists, but DOL is prevented by statute from creating a single national list. Furthermore, it is unclear whether DOL can require the states to provide such lists to a study. Even if
DOL could, and especially if it could not, accessing that data and processing it into a single consistent file would be expensive.

If access to national data is not possible, recruiting states and working with their data is worthy of consideration. Whether that strategy would satisfy the requirement from DOL’s RFP and the statute for a “statistically valid” study is unclear. That issue aside, the state data approach is only worthwhile if at least a moderate number of states and the states with larger veteran populations agree to participate. Based on experiences with similar efforts, it seems likely that some, but not all, states would agree. Whether enough of the larger states would agree is unclear.

4. **DOL does not control any of the administrative data required for an administrative-data-based study.** Though DOL does not control identified data on use of intensive workforce services, DOD and VA do control lists of veterans. VA controls information on use of veteran’s benefits. There are multiple possible sources of earnings and income data (state UI earnings data, OCSE/NDNH, SSA, IRS). Due to the sensitivity of the underlying data, however, all of the corresponding data custodians put strict limits on access. Whether a study could get access at all and the conditions of access are unclear.

Even if access to a list of veterans using intensive workforce services could be arranged, getting access to other administrative data required for an administrative-data-based study is likely to be challenging. It is our sense that the crucial access issue is earnings data. It is also our sense that access challenges can be overcome, but doing so will require considerable effort and may substantially constrain the nature of the analysis. In particular, the data custodian providing some approach allowing access to earnings data will shape the rest of the design.

Ongoing broader (i.e., not specifically for this study) discussions between DOL/CEO leadership, VETS leadership, and data custodians have the potential to radically improve this situation. Similarly, adoption of the recommendations of the Commission on Evidence-Based Policymaking would also radically improve this situation.

5. **Administrative data alone could address many, but not all, of the research questions.** Some outcomes of interest are simply not recorded in any administrative data. Others are recorded in ways that might not be worth the effort required to acquire.

A pure administrative-data-based analysis would not address all of the research questions. DOL/CEO will need to consider how to address that issue. One approach is a main administrative data analysis, with supplemental analyses to address other issues. Those secondary analyses—such as using focus groups—may, however, also not meet the requirement for a statistically valid sample.

### 11.2 Closing Thoughts

This document is the *Knowledge Development Report* for a contract to, as described by DOL’s RFP, “develop evaluation design recommendations that will allow the Department… to implement an evaluation(s) to meet the requirements of H.R. 6416 (Sec 502) and add to the evidence base on veterans’ workforce development and employment assistance needs.” This involves developing options to answer implementation, descriptive, impact, and cost-benefit questions. This report has presented what is known about veterans employment outcomes, their use of DOL’s workforce system, service provision to veterans in AJCs, and the impacts of those services—as well as current knowledge gaps in each of those areas. The report has also provided an overview of potential methods and data to answer the set of research questions presented—including some information on the pros and cons of different options. Because the breadth of
descriptive questions specifies gathering a wide range of information for a very specifically defined set of groups of veterans presents particular challenges in obtaining data, this report places particular attention on developing understanding regarding potential data options.

The project’s *Evaluation Design Options Report* provides deeper analysis of a set of study design options (both methods and data) that were identified as most promising in conversations with DOL/CEO regarding the findings in this report. That analysis will include trade-offs among options on various dimensions to help DOL better understand—and thereby be in a better position to improve—workforce services to veterans and veterans’ labor market outcomes.
Appendix A. Knowledge Development Activities to Date

This appendix summarizes the array of knowledge development activities undertaken in support of this analysis.

The cornerstone of the effort was a series of key informant interviews. Exhibit A.1 lists the interviewees and the date of each meeting. All interview were conducted via conference call using an approved semi-structured interview protocols. Copies of the protocols are available on request.

Exhibit A.1. Key Informant Interviews

<table>
<thead>
<tr>
<th>Agency/Group</th>
<th>Date</th>
<th>Interviewee(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DOL-BLS</td>
<td>11/13/17</td>
<td>Jim Borbely</td>
</tr>
<tr>
<td>DOL-VETS</td>
<td>11/14/17</td>
<td>Luke Murren</td>
</tr>
<tr>
<td>DOL-ETA/OPDR</td>
<td>11/14/17</td>
<td>Annie Leonetti, Toqir Ahmed, and Cesar Aceveo</td>
</tr>
<tr>
<td>Census</td>
<td>12/27/17</td>
<td>Joshua Mitchell, Lisa Blumerman, Ashley Austin</td>
</tr>
<tr>
<td>SSA</td>
<td>01/05/18</td>
<td>Paul Davies</td>
</tr>
<tr>
<td>VBA</td>
<td>01/12/18</td>
<td>Jocelyn Moses</td>
</tr>
<tr>
<td>Census</td>
<td>01/17/18</td>
<td>Josh Mitchell, Ashley Austin, Scott Boggess, Sonia Porter, Nikolas Pharris-Ciurej, Kelly Holder, Richard Schwartz, Tori Velkoff</td>
</tr>
<tr>
<td>VA</td>
<td>01/18/18</td>
<td>George Sheldon</td>
</tr>
<tr>
<td>Veterans Education Success</td>
<td>01/22/18</td>
<td>Carrie Wofford</td>
</tr>
<tr>
<td>DOD</td>
<td>01/24/18</td>
<td>Paul Rosenfeld, Scott Seggerman, Nathan Ainspan, Miliani Jimenez</td>
</tr>
<tr>
<td>DOD</td>
<td>02/02/18</td>
<td>Sam Peterson</td>
</tr>
<tr>
<td>West Point</td>
<td>02/05/18</td>
<td>William Skimmyhorn, Richard Patterson</td>
</tr>
</tbody>
</table>

In addition, we conducted three-hour site visits to two American Jobs Centers. On February 2, 2018 we visited the Arlington Jobs Center, an AJC operated by the Alexandria/Arlington Regional Workforce Council. During the site visit we met with four staff members:

- Howard Feldstein, AJC Director
- Sandra Smith, Project Manager
- Cynthia Prospers, DVOP Specialist
- Christopher Finta, LVER

And on June 25, 2018 we visited the West Los Angeles WorkSource Center in Culver City, CA. During that visit we met with:

- Lidia James, AJC Director
- Jacqueline James, DVOP Specialist
- Marvin Wilson, LVER
- Ted Tenorio, DVOP Specialist
As with the phone interviews, the discussions in this visit proceeded using semi-structured interview protocols, which are available on request.

We also contacted several scholars to ensure that we had identified the full array of relevant literature on related topics. These individuals are listed in Exhibit A.2.

**Exhibit A.2. Additional Literature Contacts**

<table>
<thead>
<tr>
<th>Name</th>
<th>Affiliation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Josh Angrist, Ph.D.</td>
<td>Ford Professor of Economics, Massachusetts Institute of Technology</td>
</tr>
<tr>
<td>Burt Barnow, Ph.D.</td>
<td>Amsterdam Professor of Public Service, Trachtenberg School of Public Policy and Public Administration, George Washington University</td>
</tr>
<tr>
<td>Colleen Chrisinger, Ph.D.</td>
<td>Oregon Department of Revenue</td>
</tr>
<tr>
<td>Meredith Kleykamp, Ph.D.</td>
<td>Dr. Charles H. Coates Faculty Fellow, University of Maryland</td>
</tr>
<tr>
<td>Linda Rosenberg</td>
<td>Senior Researcher, Mathematica Policy Research</td>
</tr>
<tr>
<td>Stephanie Boraas</td>
<td>Survey Researcher, Mathematica Policy Research</td>
</tr>
</tbody>
</table>
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## SECTION IV – OTHER REQUIREMENTS

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Field</th>
</tr>
</thead>
<tbody>
<tr>
<td>31. Evaluated post-transition transportation requirements and developed a plan to meet personal/family needs:</td>
<td></td>
</tr>
<tr>
<td>32. Evaluated post-transition housing requirements and developed a plan to meet personal/family needs:</td>
<td></td>
</tr>
</tbody>
</table>

## SECTION V – OTHER CURRICULUM ATTENDANCE

<table>
<thead>
<tr>
<th>Curriculum Track</th>
<th>Field</th>
</tr>
</thead>
<tbody>
<tr>
<td>33. Accessing Higher Education Track:</td>
<td></td>
</tr>
<tr>
<td>34. Entrepreneurship Track:</td>
<td></td>
</tr>
<tr>
<td>34a. Additional Entrepreneurship Track Training (8 Week Course):</td>
<td></td>
</tr>
<tr>
<td>35. Career Technical Training Track:</td>
<td></td>
</tr>
</tbody>
</table>

## SECTION VI – CAPSTONE REVIEW

<table>
<thead>
<tr>
<th>Service Member Signature &amp; Date</th>
<th>Transition Counselor Signature &amp; Date</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

## SECTION VII – COMMANDER OR COMMANDER’S DESIGNEE VERIFICATION

<table>
<thead>
<tr>
<th>Verification Item</th>
<th>Field</th>
</tr>
</thead>
<tbody>
<tr>
<td>38. Applicable career readiness standards met:</td>
<td></td>
</tr>
<tr>
<td>39. Viable ITP completed:</td>
<td></td>
</tr>
<tr>
<td>40. Warm handovers executed:</td>
<td></td>
</tr>
</tbody>
</table>

## SECTION VIII – WARM HANDOVER TO SUPPORTING AGENCIES CONTACT INFORMATION

<table>
<thead>
<tr>
<th>Agency Information</th>
<th>Field</th>
</tr>
</thead>
<tbody>
<tr>
<td>42. VETERANS AFFAIRS:</td>
<td></td>
</tr>
<tr>
<td>43. DEPARTMENT OF LABOR:</td>
<td></td>
</tr>
<tr>
<td>44. OTHER RESOURCE:</td>
<td></td>
</tr>
</tbody>
</table>

## SECTION IX – REMARKS

<table>
<thead>
<tr>
<th>Remarks:</th>
<th>Field</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---
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<table>
<thead>
<tr>
<th>1. NAME (Last, First, Middle)</th>
<th>2. DEPARTMENT, COMPONENT AND BRANCH</th>
<th>3. SOCIAL SECURITY NUMBER</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>4a. GRADE, RATE OR RANK</th>
<th>4b. PAY GRADE</th>
<th>5. DATE OF BIRTH (YYYY/MM/DD)</th>
<th>6. RESERVE OBLIGATION TERMINATION DATE (YYYY/MM/DD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>7a. PLACE OF ENTRY INTO ACTIVE DUTY</th>
<th>7b. HOME OF RECORD AT TIME OF ENTRY (City and State, or complete address if known)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>8a. LAST DUTY COMMAND AND MAJOR COMMAND</th>
<th>8b. STATION WHERE SEPARATED</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>9. COMMAND TO WHICH TRANSFERRED</th>
<th>10. SGU COVERAGE AMOUNT:</th>
<th>NONE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>11. PRIMARY SPECIALTY (List number, rank and years in specialty. List additional specialty numbers and titles involving periods of one or more years.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>12. DECREE OF SERVICE</th>
<th>12a. EARNED IN THIS PERIOD</th>
</tr>
</thead>
<tbody>
<tr>
<td>12b. SEPARATION DATE</td>
<td></td>
</tr>
<tr>
<td>12c. TOTAL ACTIVE SERVICE</td>
<td></td>
</tr>
<tr>
<td>12d. TOTAL INACTIVE SERVICE</td>
<td></td>
</tr>
<tr>
<td>12e. TOTAL PRIOR ACTIVE SERVICE</td>
<td></td>
</tr>
<tr>
<td>12f. FOREIGN SERVICE</td>
<td></td>
</tr>
<tr>
<td>12g. NROTC SERVICE</td>
<td></td>
</tr>
<tr>
<td>12h. INTEL ENTER'N TRA'NING</td>
<td></td>
</tr>
<tr>
<td>12i. EFFECTIVE DATE OF PAY GRADE</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>13. DECORATION, MEDALL, BADGES, CITATIONS AND CAMPAIGN RIBBONS AWARDED OR AUTHORIZED (All periods of year)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>14. MILITARY EDUCATION (Course, School, number of weeks, and month and year completed)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>15a. COMMISSIONED THROUGH SERVICE ACADEMY</th>
<th>15b. COMMISSIONED THROUGH ROTC SCHOLARSHIP (TVD SEC 3469)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>16. DAYS ACCRUED LEAVE PAID</th>
<th>17. MEMBER WAS PROVIDED COMPLETE DENTAL SERVICES AND TREATMENT WITHIN 90 DAYS PRIOR TO SEPARATION</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>18. REMARKS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

The information contained herein is subject to computer matching within the Department of Defense or with any other affected Federal or non-Federal agency for verification purposes and to determine eligibility for and/or continued compliance with the requirements of a Federal trust fund.

<table>
<thead>
<tr>
<th>19a. MAILING ADDRESS AFTER SEPARATION (Include ZIP Code)</th>
<th>19b. NEAREST RELATIVE (Name and address - Include ZIP Code)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>20. MEMBER REQUESTS COPY 6 BE SENT TO</th>
<th>20A. OFFICIAL AUTHORIZED TO SIGN (Type name, grade, and signature)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Specify state/county)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>21a. MEMBER SIGNATURE</th>
<th>21b. DATE (YYYY/MM/DD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>22. SPECIAL ADDITIONAL INFORMATION FOR USE BY AUTHORIZED AGENTS ONLY</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>23. TYPE OF SEPARATION</th>
<th>24. CHARACTER OF SERVICE (Include optional)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>25. SEPARATION AUTHORITY</th>
<th>26. SEPARATION CODE</th>
<th>27. REENTRY CODE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>28. NARRATIVE REASON FOR SEPARATION</th>
<th>29. DATES OF TIME LOST DURING THIS PERIOD (YYYY/MM/DD)</th>
<th>30. MEMBER REQUESTS COPY 4 (Initial)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>1. NAME (Last, First, Middle)</th>
<th>2. DEPARTMENT, COMPONENT AND BRANCH</th>
<th>3. SOCIAL SECURITY NUMBER</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(Specify the item number of the block continued for each entry.)
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Appendix C. Details on Cost Assumptions and Calculations

This appendix provides detail on the very rough cost computations provided in Chapter 10. The costs presented here only consider data acquisition. Additional costs for project management, construction of analysis files, analysis, reporting, and dissemination are likely to exceed $1 million, but are not included here.

The estimates presented are quite preliminary and should only be viewed in terms of relative “orders of magnitude” (e.g., $100,000 vs. $1 million, $1 million vs. $10 million) It is our sense that these relative estimates will be sufficient for DOL/CEO to rule out further analysis of some—perhaps many—options. As we note in Chapter 11, once DOL indicates which options are worthy of deeper consideration we will refine our cost computations—for those options.

This appendix is structured as follows. Section C.1 presents very rough per-veteran included in the file cost assumptions (e.g., cost per attempt, response rate). Section C.2 similarly provides very rough population prevalence assumptions (e.g., how many households need to be contacted to locate one veteran that used intensive workforce services).

Then, using these the assumptions from Section C.1 and Section C.2, for each of the ten design options specified in Chapter 10, Section C.3 provides estimates for the total cost of the initial data collection. (Costs for follow-on survey waves to satisfy the “longitudinal” requirement are provided in Section C.5.) For the first seven design options, the discussion provides a very rough cost estimate for the base design and for alternatives. Alternatives considered include a study-specific survey for administrative data-primary designs and second and third survey waves to address the requirement for a longitudinal survey. Finally, Section C.4 briefly discusses costing for the last three options.

C.5 considers the cost of longitudinal survey follow-up. These costs were not included in the cost estimates presented in Section C.3. In part, this is because, when feasible, longitudinal administrative data follow-up is probably more attractive. It would yield higher quality data, on larger samples, at lower cost—and the outcomes of interest for the longitudinal component are almost all available in administrative data.

C.1 Cost per Respondent

The costs estimates that follow are based on the following assumptions.

- **Administrative Data**: $500,000 to set up agreements to match and $250,000 per year thereafter. These costs include time for a contractor to negotiate with the data custodians, direct payments to the data custodians to prepare the required files, direct payments to the safe harbor to match the data and for a seat. Details will vary with the exact files to be matched and who does the matching. For our purposes, the implied $1.5 million for working with administrative data is a useful working estimate.

- **Mail Survey** either using ABS or from a list for a first-round of data collection (follow-up rounds are discussed in C.5). Assumed cost per attempt $50; assumed response rate 50 percent. Cost per attempt implicitly includes: (i) the possibility of a two part survey; i.e., a screener and then a longer survey for veterans or veterans using workforce services; (ii) three mailings to get initial response; (iii) costs for incentives; and (iv) cost to generate an address from a name and date of birth.

  Response rate assumption of 50 percent considers: (i) inability to generate any address; and (ii) appending an incorrect address. Together these two parameters imply a cost per complete of $100.
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Note that this 50 percent response rate is well below OMB’s 80 percent response rate standard. At the very least, this would trigger a requirement for a non-response bias analysis.

- **Intensive Survey Methods.** For some purposes, a study might want to achieve a higher response rate. Examples include identifying a list of veterans using intensive workforce services (a rare population) or conducting follow-up interviews with those contacted in an earlier wave. Intensive survey methods might include calling from a list or field interviewing.

  Assumed cost per attempt $500; assumed response rate 75 percent. Together these two parameters imply a cost per complete of $667. This cost per attempt and response rate implicitly assume: (i) sufficient contact and location information and (ii) a receptive population. This 75 percent response rate is slightly below OMB’s 80 percent response rate standard. Recent experience suggests that achieving 80 percent is unlikely, especially when considering the imperfect address information that is likely to be available. At the very least, this would trigger a requirement for a non-response bias analysis.

  Note that this implies that a study that started with 12,000 cases (i.e., 4,000 in each of the three workforce utilization groups) in Year 1 and resurveyed using intensive methods in Years 3 and 5 would have total costs for those two later waves of $12 million (12,000 x $500 x 2) and about 9,000 completed surveys at each of the two later waves (Year 3 and Year 5). As we discuss in Section 10.5, a total initial sample of 3,000 (i.e., 1,000 in each of the three workforce utilization groups) might be appropriate. That would imply costs for Years 3 and 5 together of “only” $3 million.

We note again that these are order of magnitude estimates. It would not be surprising if they are off by a factor of two—i.e., the true value is twice as large or half as large—and perhaps even more. We provide them here only to support order of magnitude estimates of the costs of various design options.

### C.2 Cost Implications of Veterans’ Population Prevalence

Among design options that include a survey, the options vary in the population from which they start (e.g., have a list) and the sub-populations which they are trying to locate. For most of the survey options, cost appears to be determined by the challenge of screening, i.e., surveying larger populations looking for a rare sub-population.

This section provides estimates of the prevalence of the rarest target population across multiple sources of origin. Other less rare sub-populations are located at essentially zero cost.

With that introduction, we consider four cases.

- **An ABS survey, starting only with a list of addresses for all postal addresses.** The challenge is to find veterans who used intensive workforce services in the last year. Any survey that finds enough veterans using intensive workforce services will also find more than enough veterans using only non-intensive workforce services and more than enough veterans using no workforce services.

  ABS surveys households. There are approximately 118 million households in the United States. Exhibit 4.2 reports our best estimate—about 223,000 veterans using intensive workforce services in a year. Assuming at most one veteran per household, 0.19 percent of all households would contain a

---

136 In locating a member of the rarest population will also locate many members of less rare populations.
Consistent with the very rough nature of the cost estimates here, we round to 0.2 percent; i.e., 1 in 500. Thus, to locate 4,000 veterans using intensive services in the last year, a survey would need to contact 2 million households; to locate 1,000 such veterans would require contacting “only” 500,000.

- **Starting with a list of veterans.** Again, the challenge is to find veterans using intensive workforce services. Any survey that finds enough veterans using intensive workforce services will also find more than enough veterans using only non-intensive workforce services and more than enough veterans using no workforce services.

We assume that the list of veterans includes their age and that we could sample older veterans—who are less likely to be in the labor force—at a lower rate. Currently, there are 20.9 million veterans. Slightly more than half, 10.6 million, are in the labor force (i.e., employed or actively searching for work). Slightly fewer, 9.6 million, are over age 65, where veterans over age 65 have a labor force participation rate of 19.5 percent (vs. over 60 percent for veterans under age 65); the other 11.3 million are under age 65. 138 Thus, veterans using intensive workforce services in a year represent slightly less than 2 percent of all under age 65 veterans (223,000/11.3 million=1.97 percent); i.e., 1 in 50 non-elderly veterans. Thus, to locate 4,000 veterans using intensive services in the last year, a survey would need to contact 200,000 households; to locate 1,000 such veterans would require contacting 50,000.

- **Starting with both a list of veterans and a list of veterans using intensive workforce services in the past year.** DOL or state workforce data would provide a list of veterans using intensive workforce services, but not a list of veterans using workforce services (perhaps in the state). An instance in which this could occur is if a study obtained JVSG data with SSNs, but not data for programs like ES that are used by customers who never receive intensive services. In that case, the main challenge is to find veterans using only non-intensive workforce services. Any survey that locates enough veterans using non-intensive services will have contacted more than enough veterans using no workforce services.

Table 4.2 estimates that about 676,000 households use only non-intensive services in a year. Again, we assume that the list of veterans -includes their age and that we could sample older veterans—who are less likely to be in the labor force—at a lower rate. Thus, veterans using non-intensive workforce services in a year represent slightly more than 6 percent of all under age 65 veterans (676,000/11.3 million=5.98 percent). Thus, to locate 4,000 veterans using non-intensive services in the last year, a survey would need to contact 67,000 households; to locate 1,000 such veterans would require contacting about 17,000.

---

137 This computation implicitly assumes that veterans are spread evenly throughout the country. In fact, veterans are geographically clustered. That geographic clustering implies that stratified sampling (i.e., oversampling areas with a larger fraction of veterans) would yield some savings. If this approach is under serious consideration, we will do additional computations to estimate the cost savings. Rough analyses for similar problems suggest savings of perhaps 10 to 20 percent. Given the order of magnitude nature of the estimates in this appendix, we ignore this possibility.

138 Counts of veterans, overall by age and by labor force status from [https://www.bls.gov/news.release/vet.t02A.htm](https://www.bls.gov/news.release/vet.t02A.htm).
C.3 Cost Estimates for Design Options 1 to 7

This section discusses costs for the first seven design options.

**Design Option 1—Unlimited Access to Administrative Data.**
- **Pure Administrative Data:** $1.5 million
- **One Round of Survey:** There is no prevalence problem; the effort has lists of each of the three groups. Using intensive methods, additional cost of $6 million for 12,000 completes (at $500 per complete); $1.5 million for 3,000 completes. Using mail methods, additional cost of $1.2 million for 12,000 completes (at $100 per complete), $300,000 for 1,000 completes.

**Design Option 2—Safe Harbor at Census**
- **Pure Administrative Data:** $1.5 million
- **One Round of Survey from ACS:** This was prevalence computation B in Section C.3. The ACS surveys about 3.5 million households a year, yielding about 400,000 households with a veteran and 8,000 households with a veteran using intensive workforce services in the past year. The sample is sufficiently large. Using mail methods, additional cost of $20 million for 12,000 completes (survey 200,000 veterans households at $100 per complete to yield 4,000 households with a veteran using intensive workforce services); $5 million for 3,000 completes.

**Design Option 3—Safe Harbor at NDNH**
- **Pure Administrative Data:** $1.5 million
- **One Round of Survey:** Not feasible.

**Design Option 4—ABS Survey (no administrative data frame)**
- **One Round of Survey:** Using mail methods, cost of $200 million for 12,000 completes (survey 2,000,000 households, 1 in 500 will have a veteran who used intensive workforce services in the past year yielding 4,000 such individuals; cost per complete $100); $50 million for 3,000 completes. (This was prevalence Computation A in Section C.3.)
- **Administrative Data Follow-up:** Not feasible.

**Design Option 5—List of Veterans**
- **One Round of Survey:** Cost of $20 million for 12,000 completes (survey 200,000 veterans’ households to yield 4,000 households with a veteran using intensive workforce services; cost per complete $100); $5 million for 3,000 completes.
- **Administrative Data Follow-up:** $1.5 million, if logistically possible, which it may not be.
**Design Option 6—ACS as a Frame**

Cost components are identical to Design Option 2 (Census as Safe Harbor), except the base and the alternative flip. I.e.:

- **One Round of Survey from ACS**: Cost of $20 million for 12,000 completes (survey 200,000 veterans households at $100 per complete to yield 4,000 households with a veteran using intensive workforce services); $5 million for 3,000 completes. This was prevalence computation B in Section C.3.

- **Administrative Data Follow-up**: $1.5 million

**Design Option 7—Workforce services data for Some States**

If a national list of veterans is available, costs are similar to, but probably slightly higher than, Design Option 1 (Unlimited Access to Administrative Data). Costs would be slightly higher because of the need to find veterans who are in the participating states, but do not use workforce services. Doing so appears to require assigning addresses to a sample of veterans. Note also that 4,000 veterans using intensive workforce services in the last year is about 2 percent of the total veteran population. Thus, would require recruiting multiple states.

- **Pure Administrative Data**: $2.5 million; the standard $1.5 million for administrative data analysis, plus $1.0 million to assign addresses to a random sample of veterans, such that we identify 4,000 veterans in participating states. Costs would be lower if participating states include a large share of veterans in the nation; costs would be higher if participating states including only a small share of all veterans in the nation.

- **One Round of Survey**: There is no prevalence problem; the study has lists of two groups (veterans using intensive workforce service and veterans using only non-intensive workforce services) and is not trying to survey the third group (i.e., veterans not using any workforce services). Additional cost of $6 million for 12,000 completes (at $500 per complete); $1.5 million for 3,000 completes.

An alternative strategy would try to use this information to field a survey; i.e., a list based survey of veterans using workforce services and ABS for veterans not using workforce services.

- **One Round of Survey**: Total cost of $4.8 million for 12,000 or $1.2 million or 3,000, which is the sum of two activities. This total is the sum of costs for two activities.

  The first activity is assembling a list based sample of those using workforce services. Using mail methods, it would cost $800,000 for 8,000 (i.e., 4,000 in each of two groups) or $200,000 for 1,000 in each group; i.e., two groups of 4,000 each (at a cost to complete of $100 per case using mail methods as in ABS).

  The second activity is conducting an ABS to find veterans in the workforce not using workforce services. This was prevalence computation D in Section C.3. It would have a cost of $4 million for 4,000 and $1 million for 1,000; i.e., reach 40,000 to yield 4,000 veterans (at a cost of $100 per complete).

- **Administrative Data Follow-up**: Not feasible.
This final section provides notes towards costing design options 8, 9, and 10.

**Design Option 8** calls for small scale consumer satisfaction surveys at AJCs. The implicit strategy here is less formal. The samples could be smaller with less concern about representativeness. Here, having AJC staff distribute questionnaires (and envelopes in which to return the survey to the evaluation; or link to a web site with an online survey) seems appropriate. Costs could be well under $25 per case. One thousand cases might be reasonable; total cost $25,000.

If the goal was 1,000 cases using intensive workforce services and 1,000 using only non-intensive workforce services, one would need to increase the sample size to about 4,000 (about a quarter of veterans getting any workforce services get intensive services; see Exhibit 4.2). The implied cost is therefore $100,000.

**Design Option 9** calls for conducting focus groups at selected AJCs. Using standard assumptions (two staff per group) a team could conduct four focus groups (two a night, over two nights) on a three day trip (including travel). Including travel, cost would be very roughly $10,000 per site. Twenty five sites might cost $250,000. Again, there would be no data collection from those who do not use workforce services. Drawing the sample would require that states share lists of veterans using workforce services—and provide permission to contact them. Response rates to focus group requests tend to be quite low, so representativeness is a concern. Samples are small, so there is concern about simple sampling variability.

**List of Veterans Using JVSG Services** calls for recruiting individuals into the study at AJCs immediately following interaction with the workforce system. Clearly some other strategy would be needed to recruit those who do not use the workforce system.

For those recruited at the AJC, there is a challenge of identifying a proper sample given multiple possible uses of the system. Veterans who come to an AJC more than once would be at risk of being oversampled. It is possible to create proper weights but doing so would require identifying the total number of visits and whether any of them were for intensive services.

There are two options for conducting the recruiting. The first option is AJC staff. This however, is likely to lead to low response rates and a non-random sample since they have other priorities. The alternative is to station contractor staff at AJCs. This option is unattractive because the flow of visits is low. Very roughly the average AJC delivers intensive services to only two veterans per week.139 Optimal sampling strategies would involve oversampling large AJCs; i.e., those that provide intensive workforce services to large numbers of veterans. Even so, it seems unlikely that even oversampling will generate above one per business day (i.e., five per week). At this pace, identifying one thousand cases requires five person years and implies a cost per case of well over $500 per case. This analysis suggests that this is an expensive option, for low data quality ($1.5 million for 3,000 cases).

---

139 Exhibit 4.2 estimated 223,000 veterans receiving intensive workforce services annually. There are about 2,500 AJCs. This implies an average of about 100 per year or 2 per week.
C.5 Cost of Longitudinal Survey Follow-Up

There are several possible approaches to longitudinal survey follow-up. These costs appear to be nearly invariant to the other options, so we present them here (rather than with each design option). The discussion below assumes two waves of follow-up—presumably in Year 3 and Year 5.

The high end strategy would be to use intensive survey methods. Total cost: $12 million for 12,000 initial completes and 9,000 completes at follow-up (at $500 per attempt). Starting from 3,000 initial completes, the cost would be $3 million for 2,250 completes at follow-up.

A low end strategy would be to use less intensive methods, yielding a smaller sample. Total cost: $1.2 million for 12,000 initial completes and 6,000 completes at follow-up. Starting from 3,000 initial completes, the cost would be $300,000 for 1,500 completes at follow-up.

Also worth considering, but not priced here, would be an intermediate strategy in which the initial sample size was increased, such that the final sample size was larger than for the less intensive methods. For example, supposed the target follow-up sample size was the same as for the high end strategy; i.e., 9,000 or 2,250. Then, rather than reaching 12,000 (or 3,000) at the initial survey, the survey would attempt to reach 18,000 (or 4,500) at the initial survey. Then, even the lower response rate to the less intensive survey methods (i.e., 50 percent rather than 75 percent) would yield sample sizes at follow-up equal to the intensive survey methods.

Whether this strategy is attractive depends on two factors. First, this design option would yield very low survey response rates. This would raise questions about non-response bias; i.e., even after weighting, do the respondents represent the full population of interest? Are the low response rates of less intensive survey methods themselves a concern? Second, what is the cost of additional cases? If the study has a list of veterans stratified by use of the workforce system (as in Design Options 1 and x), then this strategy may be cost effective. In contrast, in the absence of a list of that form, gaining additional sample is so expensive that it precludes serious consideration.
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