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Introduction 

1 

 

 

 

 

The purpose of the Department of Labor (DOL) Scholars Program is to promote and expand 

labor research. In 2015, scholars from recognized research institutions were selected from a 

competitive pool of applicants to participate in the DOL Scholars Program. Selection was based 

on methodological rigor and relevance to DOL policies and programs. 
 
At the conclusion of the program, the scholars submitted a final report describing their research 

and findings. The final reports were compiled into this paper series. 
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and the Gender Pay Gap : Evidence Across Countries1 
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Abstract 

This paper studies the effects of the prevalence and high returns to working long hours 
on female labor market outcomes, particularly for highly educated women. Our empirical 
strategy uses cross-country data from 18 developed countries and exploits time-series and 
cross-industry variation. Our results suggest that an increase in the prevalence of overwork in 
an industry (defined as working 50+ hours a week) reduces the share of married educated 
women aged 23 to 42 working in that industry, even after controlling for the industry 
distribution of single women of the same age. Consistent with Goldin (2014) and Cha and 
Weeden (2014), we find that industries with high returns to working long hours have wider 
gender pay gaps, but only in countries where overwork is prevalent. Our findings suggest that 
the relationship between measured returns to overwork and gender pay gaps is at least 
partially driven by the higher cost to women of providing long hours and is not driven 
exclusively by gender differences in other skills that are also valued in those industries. 

1 Research support from the US Department of Labor is gratefully acknowledged. We would like to thank comments from Avar Consulting and 
the DOL Chief Evaluation Office. Steven Rogers provided excellent research assistance. This report was prepared for the U.S. Department of 
Labor (DOL), Chief Evaluation Office. The views expressed are those of the authors and should not be attributed to DOL, nor does mention of 
trade names, commercial products, or organizations imply endorsement of same by the U.S. Government. 
2 Questrom School of Business, Boston University. Email: pcortes@bu.edu 
3 National University of Singapore. Email: jesspan@nus.edu.sg 
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1  Introduction 

Gender differences in earnings have remained remarkably persistent in the United 
States and many developed countries despite delines in labor market discrimination and the 
progress that women have made in reversing the gender gap in education (Blau 2012, Blau and 
Kahn 2006). In her 2014 AEA presidential address, Claudia Goldin argued that the persistence of 
the gender pay gap, particularly among highly skilled women, is largely driven by the fact that, 
in many occupations, jobs are organized in a way that individuals are disproportionately 
rewarded for putting in long hours on the job. Using a US cross-section of occupations, Goldin 
(2014) documents that occupations characterized by higher returns to overwork are also those 
with the largest gender gap in earnings. Cha and Weeden (2014) also report a strong 
time-series correlation between the gender gap in earnings and the level and returns to 
overwork in the US. 

As illustration of the persistence of the gender pay gap and of the potential link 
between the prevalence and returns to working long hours and the evolution of the gender 
differences in earnings, Figure 1 presents the trends in these variables by education level. Panel 
A shows that the the rate  of convergence of the gender pay gap has been quite different across 
education levels in the US. The gender pay gap appears to have converged much less for college 
graduates over time, relative to their less-skilled counterparts. At the same time, the returns 
and incidence of working long hours for males appears to have increased for all education 
groups, with college-educated workers experiencing the largest increases over time (Figure 1 
Panels B and C). 

In this paper, we use cross-country variation—both cross-sectionally and over time—to 
advance this emergent literature in a few important directions. First, we attempt to address a 
significant causality concern with the existing papers. Goldin (2014) and Cha and Weeden 
(2014) do not address the issue that occupations that disproportionately reward individuals 
who work long hours are likely to differ on other important dimensions that may also be 
correlated with the gender pay gap. For example, occupations where the incidence of overtime 
are common, such as financial managers and lawyers, are also characterized as being highly 
competitive. Recent research suggests that women tend to “ opt-out" of competition and males 
tend to outperform females in competitive settings.4 We exploit large cross-country differences 
in the prevalence of working long hours, which are likely to be exogenous to characteristics at 
the industry and occupation level. The intuition is the following: there is significant 
cross-country variation in the incidence of overwork— in the US and the UK, for example, the 
share of workers putting in more than 50 hours a week is about six times the share in some 
Nordic countries where less than three percent of workers work long hours. If the relationship 
between the measured returns to overwork and the gender gap is causal, we should observe 
smaller differences in gender pay gaps across industries and occupations in countries where 
fewer workers work overtime, under the assumption that the gender differences in attributes 
(e.g. preferences toward competition) and how much they are valued by different jobs are 
similar across countries. 

4 For examples, see Gneezy, Niederle, and Rustichini, 2003; Ors, Palomino and Peyrache, 2012; Flory, Leibbrant and List, 2014. 
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Second, we explore the effects of the prevalence of working long hours on female labor 
force participation decisions and industry choice. A work environment in which many males 
work long hours might hinder the ability, or the desire of women, particularly those with the 
highest cost of providing long hours, to stay in the labor force or to work in a particular industry 
or occupation. This effect might be operative even if the returns to working long hours are not 
particularly high (and thus overwork prevalence has little or even a positive effect on the 
gender wage gap).56 

Finally, the cross-country dimension in our analysis allows us to assess the contribution 
of cross-country differences in the prevalence and returns to overwork in explaining the large 
differences in the size of the gender pay gap and industry choice across countries. This could be 
helpful in designing policies to promote gender equality in the workplace. Moreover, by 
examining the experiences of other developed countries, we can potentially learn more about 
the determinants of the striking trends in the incidence of overwork and the returns to 
overwork in the US and their their role in explaining the persistent gender wage gap, 
particularly among the highly educated. For example, if the trends and levels are common to all 
countries, this would suggest that the underlying causes are likely to be universal—for example, 
resulting from technological innovation and globalization. On the other hand, if the trends and 
levels differ substantially across countries, this would indicate a stronger role for 
country-specific factors, such as differences in organizational structure, inequality, and 
institutions. 

This paper uses micro data for 18 industrialized countries, including the US.7 The US 
data are drawn from the Census, the American Community Survey, and the CPS. For Europe, we 
use the EU-Labor Force Survey (EU-LFS) and the European Union Statistics on Income and Living 
Conditions (EU-SILC). Our period of analysis spans the early 1980s to 2011 or 2013, depending 
on the availability of the outcome variable of interest. 

Our empirical exercises yield several interesting results. First, compared to other 
industrialized countries, with the exception of the UK, the US has a much higher share of 
workers working 50 hours or more per week. It is not clear what drives this difference, as it 
does not appear to be related to cross-country differences in the returns to working long hours. 
In fact, the returns to working long hours in the US are not unusually high as compared to other 
countries. Second, within countries, skill groups that have experienced a larger increase in the 
prevalence of overwork have also experienced a relatively larger drop in the labor force 
participation of women. Similarly, within countries, an increase in the share of males working 
long hours within an industry is associated with a reduction in the share of married women of 
childbearing age choosing to work in that industry. Third, our econometric exercise exploiting 
country*industry variation suggests that the higher cost of women of providing long hours in an 
environment where many men do, has a causal effect on the gender pay gap, particularly in 
industries where the returns to working long hours are very high, such as finance and 

5 More precisely, if the return to working long hours—defined as the elasticity of annual earnings to usual hours worked per week—is less than 
one, a larger share of men working long weeks leads to a narrowing of the gender gap in hourly wage. 
6 A good example in this respect is South Korea. Although, by our own calculations, the returns to working long hours are extremely low, very 
few women participate in the labor force as they are not willing/cannot supply the long hours expected in corporate jobs. See for example 
http://thediplomat.com/2014/08/south-koreas-failure-to-support-working-women/ 
7 The countries in our sample include the United States, Austria, Belgium, Switzerland, Luxembourg, Germany, France, Ireland, Netherlands, 
United Kingdom, Italy, Greece, Spain, Portugal, Denmark, Finland, Norway, and Sweden. 
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professional services. Both the effects on industry distribution and gender wage gaps are 
concentrated among women with a tertiary education. Finally, we find that the relative ranking 
of industries with respect to the returns to overwork does not appear to vary much across 
countries, suggesting that industry-variation in the value of working long hours depends to an 
important extent on intrinsic characteristics of the industry that are common across countries. 
At the same time, our comparison of public vs. private sector industries suggest that 
country-specific institutions and environment may also play a role. Overall, these results 
suggest that the prevalence of overwork has important effects on industry choice and the size 
of gender pay gaps. 

The rest of the paper is organized as follows. In Section 2, we discuss the data sources 
and the construction of the key variables in our analysis. Section 3 presents the graphical and 
econometric analysis using cross-country variation over time from the EU-LFS data. Section 4 
presents the analysis of gender wage gaps using cross-country data from the EU-SILC. Section 5 
concludes and discusses avenues for future work. 

 
2  Data and Variable Construction 

2.1  Cross-Country Data 

We use microdata for the US and 17 of the largest Western European countries (see 
Appendix Table A1 for the list of countries). The US data are drawn from the 1980 to 2000 
Censuses and the 2012 American Community Survey (ACS) three-year aggregate (2010-2012). 
We complement the Census with the 1983 to 2011 CPS. Our data for other countries are from 
two main databases both produced by Eurostat (the statistical office of the European Union). 
The first dataset is the European Union Labor Force Survey (EU-LFS) which covers all 28 
member states and Iceland, Norway, and Switzerland. For the purposes of our analysis, we 
restrict our sample to 17 of the largest and most developed countries.8 The EU-LFS spans a long 
time period, beginning in 1983, and includes basic worker characteristics, such as education, 
age, gender, occupation, and hours worked. However, it has two main drawbacks: (1) the 
education variable is only available starting in 1992 and (2)  the survey does not include income 
measures. 

To obtain measures of the gender pay gap, we turn to the European Union Statistics on 
income and Living Conditions (EU-SILC). The main constraint when using this dataset is that it is 
only available starting in the mid-2000s. Therefore, we are only able to exploit cross-country 
and cross-industry variation when examining the gender pay gaps and the returns to working 
long hours using this dataset. 

For the cross-sectional sample (EU-SILC), we restrict the sample to individuals age 25 to 
64. The EU-LFS codes age in five-year intervals—therefore, for that dataset, we restrict the 
sample to individuals age 23 to 62. The age range is chosen to include individuals who are likely 
to have completed their education as well as individuals who have not retired from the labor 
market. The sample sizes by country and dataset are reported in Appendix Table A1 (EU-LFS) 
and Table 3 (EU-SILC). 

8 We exclude Malta, Iceland, Cyprus, and all the Eastern European countries 
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2.2  Construction of Key Variables 

In this subsection we describe the construction of our key variables of interest: the 
prevalence of overwork, the returns to working long hours, and the gender pay gap. 

a. Prevalence of Overwork 
We define overwork as working 50 hours or more a week,9 and construct the overwork 

dummy based on the variable "number of hours per week usually worked" available in all the 
datasets.10 For most of our analysis, we restrict the sample to full-time workers, defined as 
those working at least 35 hours per week. We typically focus on measures of overwork for 
males to avoid complicated issues that arise from gender differences in the ability or willingness 
to work long hours. In some specifications, we construct the gender gap in overwork, which is 
defined as the share of females reporting overwork minus the share of males reporting 
overwork. 

b. Returns to Working Long Hours 
To estimate the returns to working long hours in each country c , and education level 

e , we follow the procedure outlined in Goldin (2014) and use data from EU-SILC and the 2012 
ACS three-year aggregate. Specifically, we restrict the sample to full-time male workers and 
estimate the following regression, separately for each country for one cross-sectional time 
period (2009-2011).11  

 ,)_(ln1)=(=)_(ln ie
'
ieeieiee

e
ie XweekhourseduIearningsyearly edπβa +++∗∗+∑  (1) 

where ieearningsyearly_  is the gross annual nominal wage and salary income of individual i  
of education e , and ieweekhours_  refers to the usual hours worked per week by that 
individual. eπ  represents education fixed effects and ieX  is a vector of demographic 
characteristics, more specifically a quartic in age.12 By controlling for ,iX  we are  factoring out 
differences in the returns to overwork due to demographic composition. Our education 
classification is based on the highest completed degree: college degree or no college degree.13 
Given that we run equation (1) separately by country, there is no need to convert yearly 
earnings to a common currency. For our industry level analysis, we use a similar specification 
with industry indicator variables instead of a college dummy. 

Our measure of the returns to working long hours is eβ , which indicates the elasticity 
of yearly earnings to usual hours worked per week. 1>eβ  implies that yearly earnings 
increase more than proportionally for a given change in weekly hours worked, suggesting a 
convex relationship between earnings and working long hours. Conversely, 1<eβ  implies that 

9 We follow Kuhn and Lozano (2008) and Cha and Weeden (2014) in choosing 50 hours per week as the threshold for overwork. 
10 The variable number of hours per week usually worked is supposed to include work in the market, and not at home. Because of lack of 
information on the exact date that surveys were run for some countries, we cannot control for seasonal effects. Note, however, that we 
concentrate on workers (most of them not in the agricultural sectors) and drop the self-employed. 
11 As discussed above, due to data limitations, we can only estimate this equation for one cross-sectional time period. 
12 Goldin (2014) includes as additional controls the number of weeks worked per year. Unfortunately, this information is not available in the 
Eurostat datasets – to address the concern that those working long hours are also more likely to work more months or weeks, we restrict the 
sample to those who reported working full-time for at least for one year, who are not currently students, and who hold not more than one job. 
13 College degree includes associate degrees. We use the Eurostat definition of tertiary education, which includes ISCED levels 5 and 6. 
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a given increase in hours worked is associated with a less than proportional change in yearly 
earnings. Therefore, education groups and countries with a higher β  are characterized by 
higher returns to working longer hours. We estimate the returns using only full-time male 
workers to avoid the complex selection issues that are likely to affect the annual wages and 
hours worked of female workers and workers who choose to work part-time. 

It is worth pointing out that there are several important caveats when interpreting β  
as a measure of the returns to working long hours in an education group or an industry. First, 
our procedure measures the contemporaneous returns among individuals who work different 
numbers of hours each week. In some occupations such as law and finance, workers are 
expected to work long hours at lower wages at the beginning of their career before they can 
advance to management positions that have significantly higher wages in the future. For these 
occupations, our measure of the contemporaneous return is likely to underestimate the 
long-run return of working long hours. For example, a recent paper by Gicheva (2013) shows 
that among a sample of GMAT takers, working more hours, conditional on having worked at 
least 47 hours, is associated with a significant increase in annual wage growth and the 
possibility of promotion.14 

Second, top-coding of income might affect a share of our observations and introduce 
measurement error. We do not expect this to be a significant problem, as the income top-code 
for European countries is one million euros, and, for the US, the income top-code is the mean 
of individuals earning above the 99.5th percentile of income within each state. Note that 
because the share of top earners is likely to vary by industry, we expect to underestimate the 
returns for industries with a large share of workers with incomes at the very top of the 
distribution. Finally, measurement error in weekly hours worked is also likely to lead to a 
downward bias in the estimated elasticities. Overall, these limitations inherent in our measure 
imply that β  is likely to underestimate the true returns to working long hours. 

A more subtle but important issue is that of causality. The finding that people who work 
more hours earn proportionally higher income does not necessarily imply that if a randomly 
chosen person works 1 percent more hours, her annual income will increase by β  percent. 
Leisure preferences and other skills might be strategic complements. For example, in Gicheva's 
(2013) promotion model with learning-by-doing, learning-by doing depends on the ability level. 
In other words, more able people are the ones who benefit the most from working more hours. 
Working long hours might also be correlated with ambition and other non-cognitive skills — for 
example, in Landers et al. (1986) study of lawyers, billable hours were used as a signal for 
ambition for success and willingness to pursue the interests of clients aggressively. Our 
empirical strategy will test if the relationship between working long hours and annual income is 
at least partially causal. Note that we are the first paper to tackle this issue, both Goldin (2014)  
and Cha and Weeden (2014) do not address the issue of causality. 

c. Gender Gap in Earnings 
To construct the gender gap by education level (or industry), we estimate the following 

equation for each country: 
 

14 Interestingly, she does not find a similar relationship among employees working fewer than 47 hours. 
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ie weekhoursfemaleeduIearningsyearly )_(ln1)=(=)_(ln ∗+∗∗+∑ βla  

 ie
'
iee X eδπ +++  (2) 

 
The controls used in this equation are identical to that in equation (1). The coefficient 

eλ  is our estimate of the gender earnings gap for education level e . As before, we restrict the 
sample to full-time workers. Note that in this specification, we restrict the elasticity of earnings 
to working hours to be the same for both genders. 

 
3  Results using Cross-country Variation over Time 

We begin by presenting descriptive trends in overwork and labor force participation 
separately by country. As discussed in the introduction and shown in Figure 1, the share  of 
males working long hours has increased a lot in the US in the last three decades for all 
education groups, particularly college graduates. Are these trends a US phenomenon? Do we 
observe similar levels and trends in overwork in other industrialized countries? Figure 2, which 
shows trends by country from the early 1980s to 2011, provides some answers. First, the only 
other country with recent levels of overwork close to that of the US is the United Kingdom, 
where about 25 percent of males work 50 hours or more. The Nordic countries, by contrast, 
have the lowest levels of overwork, hovering around 10 percent. Similarly low levels of 
overwork are observed in the smaller Western European countries including Belgium, 
Switzerland, and Luxembourg — the exception is Austria, for which the data suggests a huge 
jump in 2003.15 Using cross-sectional data, in the next subsection, we will be able to test if this 
cross-country variation in overwork is correlated with differences in the returns to working long 
hours. 

Second, most countries do not share the same increasing trend in overwork observed 
for the US from the 1980s till about 2000. 16 When we look at the change over three decades 
(1980 to 2010), 12 out of the 18 countries experienced a decrease in the share of males 
working long hours. This decline is observed even for countries with very low levels of overwork 
in the 1980s such as Denmark and Norway. This observation suggests that the factors that are 
driving more Americans – in particularly the highly-skilled – to work longer weeks today as 
compared to 30 years ago, are not universal. 

Figure 3 shows the trends in the gender gap in working 50+ hours by country. The 
gender gap in overtime is largest in the US and Western Europe and smallest in the Nordic 
countries—countries with the highest male prevalence of overwork tend to have the largest 
gender gaps as well. On average, women are about 5 to 10 percentage points less likely to work 
overtime as compared to males. The overtime gap has been quite stable in most countries, with 
the exception of the US and Ireland the gap appears to have declined starting in the mid-1990s. 

Next, we examine the relationship between the prevalence of overwork and labor 
market outcomes for women. Due to the lack of time-series data on income across countries, 

15 We could not find a mistake in our code or a change in the survey that will explain this unlikely jump. We will contact Eurostat for 
information. 
16 Note that the decline observed for the US starting in 2007 is likely caused by the great recession and thus probably temporary. 
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we are unable to construct measures of the returns to working long hours or the gender pay 
gap. Nevertheless, we expect that the returns and prevalence of working long hours could 
affect female labor force participation decisions and industry choice. For example, if women 
perceive that the only way to succeed in a particular job is to work long hours, they may decide 
to drop out of  the labor force  or choose hours-friendly industries when they have children. It is 
worth noting that even if the returns to working long hours are not particularly high, a larger 
share of males working long hours is likely to signal a workplace culture where working long 
hours is expected. 

Figure 4 reproduces Figure 2 but with female labor force participation as the outcome. 
As documented in the literature (e.g. Blau and Kahn, 2013), female labor force participation has 
remained relatively constant in the US over the past few decades, whereas it has continued to 
increase in most other regions – with the exception of the Nordic countries, where LFP rates 
among women were already at high levels in the late 1990s. These trends imply that the US has 
lost its position as one of the countries with the highest female LFP rates in recent years. 

Another characteristic of the US trends presented in Figure 1, is that increases in the 
prevalence and returns to overwork have been significantly larger for the college educated 
population. In Figures 5 and 6 we examine the trends in the difference in outcomes between 
college and non-college workers. Note that these time-series begin only in 1992, as education 
level was not reported in the earlier EU-LFS.17 With the exception of most Nordic countries, 
Greece, and Italy, college educated workers are more likely to put in long hours. The college 
gap in the share working greater than 50+ hours per week in the US is large, but not very 
different from France, Germany, and Belgium. 

Figure 6 shows the college gap in female labor force participation over time for 
countries in our sample. Perhaps not surprisingly, college educated females have higher LFP 
rates as compared to their less-educated counterparts. The college gap in LFP rates for the US 
levels are lower than that for most countries, but similar in size to countries in Western Europe 
and Scandinavia. Unlike many other countries, the college gap in female LFP is not declining, 
and appears to have widened over the past decade. 

To formally test the relationship between changes in the prevalence of overwork and 
female labor force participation, we estimate the following two specifications:  

 cttcctct eoverworkmaleshareLFPFemale +++∗+ ππδa __=_ 1  (3) 
and  

cettecectetccetcet eoverworkmaleshareLFPFemale +++++++∗+ ππππππδa __=_ 2  (4) 
 

where c  refers to a country, e  refers to the education level (college or non college) 
and t  refers to each sample year. The coefficient 1δ  is indicative of a correlation and cannot 
be interpreted causally. However, by exploiting variation across countries, education groups 
and time, we can arguably come closer to a causal effect by estimating equation (4). In this 
specification, we are able to control for unobservable differences across countries and time as 
well as country-specific factors that vary over time, education-specific shocks, and 
time-invariant characteristics of an education group at the country level. In some specification, 

17 The time trend for the US is pretty flat, the largest relative changes occurred in the 1970s and the 1980s, as suggested by Figure 1. 
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we also consider the gender gap in overwork instead of the prevalence of overtime among male 
workers. 

To further address concerns that the estimate of 2δ  may pick up unobservable shocks 
that are correlated with both the share of males working overtime and female LFP rates across 
countries and skill groups, we also study the labor force participation of different groups of 
women, defined by their age and marital status. We examine whether women with more 
responsibilities at home are more negatively affected by the prevalence of overwork in the 
workplace. In the absence of data on the presence of children in the household, we use marital 
status and age as proxies – in particular, we assume that married women age 23 to 42 are more 
likely to have young children at home, and consequently, are likely to face higher costs of 
supplying long hours in the labor market. 

We present the estimates of equations (3) and (4) in Table 1. The standard errors of  the 
estimates are clustered at the country level. Across the specifications, the coefficients of 
interest are in the expected direction, although they are mostly not statistically significant. The 
two exceptions are the coefficients on the share of males working 50+ hours using variation at 
the country*year*education level (Panel B) for the sample of all women and for the sample of 
ever-married women aged 23 to 42. Since childcare responsibilities are likely to be highest for 
married women age 23 to 42, these are the groups for which we would have expected to 
observe the largest effects. The fact that the coefficient estimates for single women and older 
married women (aged 43+) are much smaller and not statistically significant suggests that the 
effects of the prevalence of overwork is likely to be affecting female LFP decisions by deterring 
women with higher household responsibilities from entering the labor market. The magnitude 
of the coefficient for ever-married women aged 23 to 42 suggests that a 10 percentage point 
increase in the share of males working long hours (corresponding to the difference in the 
prevalence of overwork between the US and France, for example), decreases female labor force 
participation by 5 percentage points. The average LFP for this group is 78 percent, so the 
magnitude of this change is quite large, but not unreasonably so. 

One concern with our interpretation of the estimate as representing the causal effect of 
overwork on female labor force decisions is that, with assortative matching, the results might 
also be explained by income effects. Women's time use decisions could be affected by the 
higher income resulting from the larger number of hours worked by husbands. Alternatively, as 
husbands are required to work longer hours, more household responsibilities might be borne 
by their wives, resulting in a decrease in wives' market labor supply. 

To partially address these alternative explanations, we exploit additional variation at the 
industry level. Arguably, at the industry level, assortative matching is less likely to be an issue. 
Since we are only able to observe the industry for women who are working, we use a different, 
but related, outcome to capture differences across countries, and over time, in women's choice 
of industries. In particular, our main dependent variable is the share of females in a given 
demographic group who are working in a given industry at time t  (i.e. the industry 
distribution of females of a particular demographic group).18 More specifically, we estimate the 
following fixed effects regression: 

 

18 See Appendix Table A2 for the descriptive statistics of this variable by industry, gender, age group, marital status, and education. 
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 citticictitcict
ct

ict eoverworkmaleShare
Females
Females

+++++++∗+ ππππππγa __=  

 
where i  stands for industry, c  for country, and t  for year. As in Table 1, we vary 

the sample of women for which we construct the outcome variable. Note that the main 
explanatory variable ( ictoverworkmaleShare __ ) is meant to proxy for a culture of overwork in a 
particular industry; hence, it is constructed for the male sample and does not vary by age or 
marital status. 

Although we include the full set of fixed effects, including the full-set of relevant 
two-way interactions, one might still be concerned that the share of males working long hours 
in a particular industry i  in country c  at time t  might be correlated with demand shocks to 
the industry. To ameliorate concerns that our estimates capture industry*country specific 
demand shocks, in some specifications, we are able to control for the industry composition of 
single women (especially when we examine the industry composition of married women). 
Moreover, we anticipate the college educated women could react differently to increases in the 
industry prevalence of overwork as they are likely to have greater job mobility and can afford to 
exit the labor market. As such, we also present specifications where we split the sample by 
education level. In all the regressions, we cluster standard errors at the country level and 
weight each unit of observation by the cell size. 

The results from this exercise are presented in Table 2. While we do not find any effects 
on the prevalence of overwork on the industry distribution of women in general, we find 
significantly negative effects for the sample of ever-married college-educated women age 23 to 
42. Given that this group of women is most likely to have young children and are also least 
constrained in terms of job mobility, it is not surprising that they appear most responsive to 
changes in the demand for overwork. This result is robust to controlling for the share of single 
females of the same age range working in the industry, suggesting that our estimates are 
unlikely to be driven entirely by unobserved gender-specific demand shocks that may be 
correlated with the prevalence of overwork and female industry choice.19 We find no effect on 
singles or on older married women – groups of the population with a lower cost of providing 
long hours compared to married women ages 23 to 42.20 The magnitude of the effect implies 
that a 10 percentage point increase in the share of males working more than 50 hours per week 
reduces the share of young married women working in that industry by about half a percentage 
point. The average industry share across all countries, years, and industries is about 8 percent. 
Note that the relative magnitude of this effect is similar to that found on labor force 
participation using variation at the country*year*education level. 

In sum, the results in this section suggest that the prevalence of overwork has a 
negative effect on the extensive margin female labor supply and female industry choice. In the 
next section, we will provide evidence on the relationship between the prevalence and returns 
to overwork, and the gender wage gap. 

 

19 A similarly statistically significant result with the same sign, but of a smaller magnitude is found in unweighted regressions. 
20 Similarly, we do not find effects for singles or older married women for the full sample of women or for the sample restricted to non-college 
educated women. These results are available upon request. 
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4  Cross-country Analysis of Gender Wage Gaps 

While the EU-LFS data used in the previous section allowed us to examine changes in 
the prevalence of overwork and labor force participation decisions and industry choice across 
countries and over time, due to the lack of income measures, we are not able to use this 
dataset to examine gender pay gaps or measures of the returns to working long hours. 
Therefore, we turn to a second data source, the EU-SILC to address important questions such as 
(1) the effect of overwork on the gender pay gap and (2) why is overwork so widespread in the 
US? Is it because of very high returns to working long hours, or other country-specific factors? 

A key limitation of the EU-SILC is that it is only available starting in the early 2000s, 
therefore the analysis using wage data will not include a time dimension. In what follows, we 
will conduct empirical exercises exploiting variation across countries, as well as variation at the 
country*education and country*industry levels. 

 
4.1  Variation across Countries 

Table 3 presents the descriptive statistics for our key variables at the country level.21 
Cross-sectional data from the EU-SILC confirms that the US is a clear outlier in the share of 
full-time male workers working very long hours. As expected, it also has the largest gender gap 
in overwork, with women about 15 percentage points less likely to work 50 or more hours a 
week. Estimates of the returns to working long hours, measured as the elasticity of annual 
earnings to weekly hours worked, suggest significant variation across countries, with elasticities 
as low as 0.12 in Italy and as high as 1.49 in Switzerland. The returns to working long hours are 
high in the US (close to 1), but not too different from the returns in many other countries.22 The 
gender pay gap in the US is 20 percentage points—considerably larger than the average gap in 
European countries, but similar to the gaps in Scandinavian countries. 

Figure 7 presents simple scatter plots for the variables of interest. We do not find a 
strong relationship between the returns to overwork and the gender gap across countries. 
Trying to shed some light on the determinants of the prevalence in overwork, panel B suggests 
that higher returns might play a role—there is a positive and statistically significant 
cross-country correlation between the returns to working long hours and the share of full-time 
males working 50+ hours. It is worth noting that the US is well above the regression line—a high 
β  is not enough to explain why the prevalence of overwork in the US is so much larger than 
that in other industrialized countries.23 

 
4.2  Variation at the Country and Education Level 

While the cross-country comparisons are suggestive, it is hard to draw any causal 

21 Note that there are large discrepancies in the prevalence of overwork for some countries between the EU-LFS and SILC, in particular for 
Switzerland and Greece. We were not able to find any obvious explanation, and will follow-up with Eurostat to address this issue. For now, we 
present specifications in which we drop these problematic observations. 
22 The relative ranking of the US in terms of estimated elasticities is robust to controlling for industry composition in the regressions used to 
estimate the returns. It is also robust to estimating country specific returns, not in separate regressions, but in one interacting log of weekly 
hours with country dummies, and controlling for demographic and industry compositions. 
23 See Appendix Table A3 for the corresponding regression table. 
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inference from the observed correlations given that countries differ on many important 
dimensions. For example, country-specific differences in labor laws and labor market 
institutions may confound the relationship between the returns to overwork, the prevalence of 
overwork, and gender pay gaps. In an attempt to glean some causal inference, we use 
differences across education groups within countries as an additional source of variation. Our 
unit of analysis is therefore at the country*education level. Figure 7 shows a scatterplot of the 
education gap in the returns to long hours ( collegenocollege _ββ − ) on the difference in the gender 
pay gap between college and non-college workers. In most countries, college-educated workers 
enjoy higher returns to working long hours, with the exception of Portugal. As observed in 
Figure 1, although the returns have been growing much faster for the highly educated in the 
US, they started from such low levels that there is little difference between the two education 
groups today. With respect to differences in the size of the gender pay gap for college vs. 
non-college workers, for about half the countries, the gender gap is wider for the college 
educated, as it is in the US today. For the other countries, the gender pay gap is larger for less 
educated workers, suggesting that the reversal observed in the US in Figure 1 has not occurred 
in many countries. The regression line suggests a strong negative relationship between the 
education gap in the size of the gender pay gap and the education gap in the returns to working 
long hours – the countries where the highly skilled tend to be well-rewarded for long hours are 
also the countries where the gender gap for the college-educated is the widest relative to the 
non-college educated. This result supports the cross-occupation evidence presented in Goldin 
(2014) and Cortes and Pan (2015). 

To test this observed relationship more formally, we estimate the following 
regression:24 

 
 ceec

'
cecece XhourslongReturnpaygapGender eppdφa ++++∗+ __=__  (5) 

 
where c  refers to the country and e  refers to the education group (college vs. 

non-college). Similar to the earlier specifications, the standard errors are clustered at the 
country level to account for serial correlation within countries across education groups. We also 
present estimates from unweighted regressions as well as regressions that weight each 
observation by the inverse of the standard error of the estimated gender pay gap (1/standard 
error of eλ  from equation (2)).25 ceX  is a vector of covariates that includes the share of 
males working long hours and the gender gap in overwork. 

Table 4 presents the estimates from equation (5). All the estimates of φ  are negative 
and the majority of them are statistically significant at conventional levels. The estimate from 
our preferred specification (Column (4)) implies that a one standard deviation increase in the 
elasticity of annual income to weekly hours worked widens the gender gap by about 4 
percentage points. The magnitude this estimate is a little larger but within the confidence 
interval of the coefficient estimated using cross-occupation variation in the US (Cortes and Pan, 
2015). 

The coefficient on the share of males working very long hours is negative as expected, 

24 A similar regression equation, but with overwork prevalence as the outcome variable, is also presented in Table 4. 
25 See Angrist and Pischke (2008) for a discussion of weighted vs. unweighted estimations. 
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but is not statistically significant. The results from the regressions confirm what was observed in 
the scatterplots—using variation at the country*education level, there is little evidence that 
larger returns to overwork are correlated with higher prevalence of males working very long 
hours. This result is in line with Kuhn and Lozano (2008), who show that industries or 
occupations that experienced the largest increases in the long-hours premium did not 
experience the largest increase in the incidence of long work hours in the US. Previewing the 
next section, we also find similar results when we exploit variation at the industry level. 

 
4.3  Variation at the Country and Industry Level 

In this section, we exploit differences across industries as another source of variation in 
labor market outcomes. As discussed by Cha and Weeden (2014) and Goldin (2014), certain 
occupations and industries are characterized by higher prevalence and returns to overwork. In 
particular, both studies identify professional occupations (e.g. managers, lawyers, and financial 
occupations) as being characterized by very long work weeks and high returns to working the 
extra hour. Here, we focus on 11 industry groups, based on the NACE classification used by 
Eurostat.26 

To estimate the key outcomes by industry and country, we follow a similar procedure 
used to construct the variables at the country*education level, but instead, we replace the 
education categories with industry categories. Table 5 presents the basic descriptive statistics. 
As observed, data for Europe confirms what had been found in the US studies: the financial 
sector typically has the highest returns to working long hours, with a mean β  that is well 
above 1. In 7 of the 18 countries, the estimate of the returns to working long hours for the 
financial industry is the highest among all the industry groups and for another 9 countries it is 
among the top three. The financial sector is also the sector with the largest average gender gap 
in earnings.27 The return to working long hours is also very high for professional services and 
the health care sector, confirming our previous result that returns to long hours tend to be 
higher for the college educated. The returns are particularly low in the transportation industry, 
which is also characterized by a relatively low gender gap and few women. 

The financial sector also has a large share of males working long hours (18%) and is 
ranked second just after the hotels and restaurants sector. Public administration is by far the 
industry with the lowest prevalence of overwork—in 15 out of the 20 countries, it is among the 
bottom two industries in terms of the share of males working overtime. This is consistent with 
the view that public employees tend to have a better work life balance as compared to most 
workers in the private sector. Public administration is also characterized by a relatively narrow 
gender pay gap and a fairly large share of female employees. 

Despite some commonalities in industry ranking across countries, there is significant 
variation in the levels of the returns to working long hours across countries within industries. 
Figure 8 presents histograms of the distribution of the returns across countries for each 
industry group (the arrow indicates the average return across countries). A couple of 
observations are worth mentioning—first, there is large variation in the returns in some 

26 See Appendix Table A4 for details on how the industries are aggregated to form the 11 industry groups. 
27 The share of females in the industry is high at 44 percent, but this is likely to be due to an over-representation of women in clerical positions, 
such as bank tellers. 
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industries (public administration, education, professional services and others). This is in 
contrast to the finance and manufacturing industries, where the cross-country variation in 
returns is much smaller. The large variation in the public administration and education sectors 
is particularly interesting—the variation in professional services and others is likely driven by 
compositional differences.28 Public administration, for example, is the industry with the second 
highest returns in Portugal (after the finance industry), whereas in the US, Greece and 
Switzerland, it is among the bottom two. Similarly, the education sector is among the top three 
industries in terms of the returns to overwork in Greece, Italy and the Netherlands, but is 
among the bottom three in the US, UK, Sweden, Luxembourg, and Belgium. This suggests that 
country-specific factors regarding the structure of public sector industries matter a lot for how 
workers are rewarded. 

In order to measure common patterns across countries at the industry level in the 
returns to working long hours and the contrast between private and public sector industries, in 
Table 6 we present the correlation of the returns by industry between the US and each of the 
European countries in our sample. The average correlation when all industries are included is 
high at 0.59. Correlations are much weaker when the US is compared to countries in Southern 
Europe (arguably the region with labor market institutions that are least similar to that of the 
US). The relatively high correlation of industry level returns between the US and most European 
countries suggests, perhaps not surprisingly, that there are important intrinsic characteristics of 
how an industry works that determine the returns to working long hours. Finally, when we 
exclude the three industries with highest government participation (health, education, and 
public administration), the average correlation increases to 0.66. 

Turning to the relationship between gender gaps and the returns to working long hours, 
we begin by presenting simple correlations by country (see Figure 9). Given that in all countries, 
women are less likely to work long hours as compared to males, we expect a negative 
relationship between the gender pay gap (defined as female - males wages) and the returns to 
working long hours. This negative relationship has been shown for the US for a sample of 
occupations both by Goldin (2014) and by Cortes and Pan (2015). Using industry as our unit of 
analysis and a highly aggregated classification (11 industries), we observe a similar result for the 
US. The slope of the regression line is negative and significant. We find similar results for the 
UK, the other country with an unusually large share of males working long hours, and for Italy, 
Ireland and France. This negative relation, however, is not observed in all countries—the 
relationship appears to be relatively flat in Belgium, Switzerland, Greece, Spain, Luxembourg, 
and the Netherlands, and positive and significant in Norway. 

A possible explanation for the lack of a strong negative relationship in most countries 
could be country-level differences in the prevalence of overwork. Even if returns are very high 
in an industry, if very few males work overtime, or if the gender gap in working hours is very 
small, the returns to working long hours are unlikely to have an effect on the gender pay gap. 
To test this hypothesis, we use the following specification: 

 
 

ciic
'
cicicici XoverworkmaleSharehourslongReturngappayGender eppdφa ++++∗∗+ ____=__ (6) 

28 See Table A4. Both sectors are composed of a variety of very different smaller industries. 
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We are interested in the coefficient of the interaction term, which tells us how the 

effect of the return to working long hours on the gender pay gap depends on the prevalence of 
overwork. The vector of controls, ciX , includes the direct effects of the two variables of the 
interaction. If our hypothesis is true, we expect the coefficient on the interaction term to be 
negative - that is, an increase in the overwork share leads to an increase in the gender pay gap 
( cigappayGender __  becomes more negative), particularly for industries with a high return to 
working long hours. In some specifications, we replace the share of males working 50 hours or 
more with the gender gap in overwork.29 For these specifications, the intuition is similar, and 
we expect the coefficient on the interaction term to have a positive sign. 

To provide more causal evidence of the link between gender wage gaps and the 
interaction of the prevalence and returns to overwork, we present specifications in which we 
instrument the interaction term in equation (6) with the following variable: 

 
 iciusa overworkmaleSharehourslongReturn −∗ ,, ____  (7) 

 
The first term is the returns to long hours for industry i , calculated using US data. This 

variable captures intrinsic characteristics of the industry that reward working long hours (see 
Goldin, 2014) and are independent of country-specific factors that might affect the gender gap 
in the industry. The second term is the country-level share of males working 50+ hours (or the 
gender gap in overwork), omitting the relevant industry. This component is meant to capture 
country-level characteristics that influence the prevalence of overwork in a particular country 
(for example, labor laws and institutions) that are unrelated to industry-specific factors (in 
particular, how worker characteristics such as competitiveness and risk-taking are valued). The 
direct effects of these two terms are absorbed by the industry and country fixed effects 
included in equation (6). 

The intuition of this econometric exercise is the following. If the constructed returns are 
really measuring the causal effect of working the extra hour on salary – and not of other 
unobservable characteristics of industries with high returns (such as high levels of 
competitiveness and risk-taking) – then the effect of high returns to overwork in an industry on 
its gender pay gap should be much larger in countries where overwork is much more prevalent 
and close to zero where very few people work long hours. If the effect does not depend on the 
extent of the prevalence of overwork, this will suggest that the returns to overwork are likely to 
be capturing returns to other characteristics of people that tend to work long hours (see section 
2.2.2 for a discussion). 

Table 7 presents the OLS, IV, and reduced form estimates of equation (6). For the IV and 
reduced-form specifications, we use (7) as an instrument for the interaction term. Standard 
errors are clustered at the country level and all regressions are weighted by the inverse of the 
standard error of the dependent variable.30 The baseline coefficient estimate of the interaction 

29 The correlation between the share of males working long hours and the gender gap in overwork is very high at -0.77. 
30 Clustering at the industry level instead does not affect the significance level of the coefficients. For this specification, we prefer weighted 
estimation given the large variation in the size and importance of the industries. Unlike countries and education levels, industries are somewhat 
arbitrarily defined and aggregated into broader categories. 
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between the returns to working long hours β  and the gender gap in overwork is positive and 
statistically significant for the full sample of women, indicating that a widening of the gender 
gap in overwork is associated with an increase in the gender pay gap in industries with higher 
returns to working long hours relative to industries with lower returns. The IV estimates 
reported in Column (2) are statistically significant and of a similar magnitude as the OLS 
estimates. The magnitude of the estimates implies that a widening of the gender gap in 
overwork of one standard deviation (about 3 percentage points) increases the gender gap in 
industry with the highest returns by about 1 percentage point relative to the industry with the 
lowest returns31 (a difference in β  of about 1). Columns (5) and (8) report the estimates using 
the level of overwork in the male population instead of the gender gap in overwork in 
constructing the interaction term. The results are similar—a decrease of a one standard 
deviation in the share of males working long hours reduces the gender gap in the top industry 
relative to the bottom industry by 1 percentage point. 

The final six columns report the IV and reduced form results separately for 
college-educated (Columns (9) to (11)) and non-college educated workers (Columns (12) to 
(14)). Interestingly, and consistent with the findings in Cha and Weeden (2014) and Cortes and 
Pan (2015), the effect is largely driven by workers with at least a tertiary education.32 These 
results are also consistent with our earlier findings in Section 3 where we showed that the 
prevalence of overwork affected the labor force participation decisions and industry choice of 
educated women but had little effect on lower skilled women. 

Appendix Table A6 presents several robustness tests. First, to address potentially large 
measurement errors in the key variables for some countries as suggested by large discrepancies 
between the EU-LFS and the EU-SILC, we present specifications in which we drop those 
countries where the difference between the surveys in the calculated share of males working 
more than 50 hours is more than 6 percentage points (namely Austria, Greece, Italy and 
Switzerland) (see columns (3) and (4)). We also present a specification that uses tercile 
dummies instead of a continuous measure of the prevalence of overwork—arguably, there is 
less measurement error in the ranking of countries than in the precise measure of the elasticity 
(column (5)). Finally, to show that our results do not depend on the arbitrary choice of the US 
as the baseline for our measure of industry-specific returns to overwork, we present 
specifications in which we construct the returns to overwork for an industry in a given country, 
using data for all countries, but excluding the contribution of that particular country. in other 
words, we use cihourslongReturn −,__  (columns (6) and (7)). 

The results omitting countries with potentially serious measurement errors are similar 
to our baseline estimates in Table 7. Column (5) suggests that the effect on an industry's gender 
gap of a high elasticity of earnings to weekly hours worked is more negative in countries with 
high prevalence of overwork, relative to countries with the lowest share of males working long 
hours. The magnitude of the coefficient suggests that the gender gap in an industry with the 
highest returns relative to the industry with the lowest returns (a difference in β  of about 1)  
is 3.4 percentage points wider in the top tercile of countries (namely the US, the UK, Portugal, 

31 This is about 0.2 of a standard deviation of average gender pay gaps by industry. 
32 Results for the reduced form using the interaction with the prevalence of overwork are robust to running a non-weighted regression and to 
running non-weighted regression omitting the US. 
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France, and Austria) relative to all other countries. We do not find a significant difference 
between countries in the middle and bottom terciles. Finally, using the alternative measure of 
the returns to working long hours does not significantly change the magnitudes of the 
coefficients, but increases the standard errors – the coefficient on the interaction with the 
gender gap in overwork (column (6)) is now only marginally significant, and coefficient on the 
interaction using the prevalence of overwork has a p-value of 0.124 (Column (7)). 

To summarize, our results in this section suggest that (1) the return to working long 
hours has a causal effect on the gender pay gap and is unlikely to be merely proxying for 
returns to other unobserved skills, and (2) a norm of long working hours harms the relative 
position of women in the labor market, particularly in industries, such as finance, where the 
willingness to work long hours is highly valued 

Finally, we can use country*industry variation to study the relationship between the 
prevalence and returns to overwork controlling for industry and country fixed effects (see Table 
8). Mirroring the results from the previous subsection and that of Kuhn and Lozano (2008), we 
do not find any evidence that higher returns are a potential driver of the prevalence of 
overwork, In fact, all of our estimated coefficients, although small in magnitude, are negative 
and statistically significant. The magnitude of the coefficients are similar to those we estimated 
using country*education variation. 

 
5  Conclusion 

Our cross-country study on the relationship between the prevalence and the returns to 
working long hours and labor market outcomes for women has several implications for our 
understanding of the sources of the gender gap in the US. First, the combination of a large 
share of workers working long hours with high returns to doing so, negatively affects the 
relative position of women in the US labor market, particularly the high-skilled, in terms of 
labor force participation, industry choice, and earnings. Although the US is not an outlier among 
other developed countries in how long hours are compensated, it is a country with a very high 
prevalence of overwork. Unfortunately, our study does not shed light on why workers in some 
countries and industries are much more likely to work very long hours—somewhat surprisingly, 
we find no evidence of a positive correlation between the prevalence and returns to working 
long hours. 

Our analysis at the industry level shows that the returns to working long hours are very 
high in the financial and professional services industries in most countries, providing a plausible 
explanation as to why gender gaps in those industries continue to be so persistent. Interestingly 
we find that the cross-country correlation in the relative rank of industries based on their 
returns to overwork is very high for private sector industries, but weaker for industries with 
higher government involvement, such as health, education, and public administration. These 
findings suggest that at least some of the cross-industry variation in the returns to working long 
hours is determined by institutional, country-specific factors. 

Our study highlights the need for a better understanding of the determinants of both 
the prevalence and the returns to working very long hours in order to design policies that 
address their negative effects on female labor market outcomes. We hope to tackle this 
important question in future work. 
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Figure 1. US Trends in Labor Outcomes, by Education Level 

 
Source: 1980-2000 Census and 2010 ACS 
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Figure 2. Trends in the Share of Males Working 50+ hours 

Source: EU-LFS and US CPS 
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Figure 3. Trends in the Gender Gap in Working 50+ 
hours

 

Source: EU-LFS and US CPS 
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Figure 4. Trends in the Labor Force Participation of Women 

Source: EU-LFS and US CPS 
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Figure 5. Trends in the Difference in Overwork between College and Non College 

Source: EU-LFS and US CPS 
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Figure 6. Trends in the Difference in Female LFP between College and Non College 

Source: EU-LFS and US CPS 

0
.1

.2
.3

.4
C

ol
le

ge
 - 

N
on

 C
ol

le
ge

 S
ha

re

1992 1994 1996 1998 2000 2002 2004 2006 2008 2010
Year

USA

USA

0
.1

.2
.3

.4

1992 1994 1996 1998 2000 2002 2004 2006 2008 2010
Year

DE FR UK NL IE

West Europe

0
.1

.2
.3

.4

1992 1994 1996 1998 2000 2002 2004 2006 2008 2010
Year

IT ES PT GR

South Europe

0
.1

.2
.3

.4
C

ol
le

ge
 - 

N
on

 C
ol

le
ge

 S
ha

re

1992 1994 1996 1998 2000 2002 2004 2006 2008 2010
Year

SE DK FI NO

Nordic Countries

0
.1

.2
.3

.4

1992 1994 1996 1998 2000 2002 2004 2006 2008 2010
Year

AT BE LU CH

Small Europe

26



 
Figure 7. Cross-country Correlations between Returns to Overwork, the Gender Pay Gap, 
and the Prevalence of Long Hours 
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Figure 8. Cross-country Correlations between Education Gaps in the Returns to 
Overwork, the Gender Pay Gap and the Prevalence of Long Hours 
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Figure 9. Histograms of the Returns to Working Long Hours by Industry - Cross-country 
Data 

 
Source: Authors' calculations from US-ACS and EU-SILC data.
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Figure 10. Cross-industry Relationship between the Gender Pay Gap and Returns to 
Working Long Hours by Country 

 
Source: Authors' calculations from US-ACS and EU-SILC data. 
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Table 1. Time-series relationship between prevalence of working long hours and female 
labor force participation 

 

Dep. Var: Female LFP 
Variation at: 

A. Country x Year 
 

B. Country x Year x Education  

All 

 Ever 
Married 23 

-42 
Single 
23 -42 

Ever 
Married 

43+ 
 

All 

 Ever 
Married 23 

-42 
Single 
23 -42 

Ever 
Married 

43+ 
Share of Males 
working 50+ 
hours -0.200 -0.293 0.040 -0.150 

 
-0.403** -0.490** -0.116 -0.107 

 
[0.202] [0.234] [0.099] [0.258] 

 
[0.196] [0.241] [0.161] [0.236] 

Country FE X X X X 
 

X X X X 
Year FE X X X X 

 
X X X X 

Education FE 
     

X X X X 
Country x Year FE 

     
X X X X 

Country x Edu FE 
     

X X X X 
Year x Edu FE 

     
X X X X 

          Time Period 1983-2011 
 

1994-2011 

          Mean of 
Dependent 
Variable 0.63 0.70 0.84 0.50 

 
0.74 0.78 0.86 0.64 

          Observations 452 452 452 452 
 

668 668 668 668 
R-squared 0.925 0.889 0.799 0.952   0.994 0.988 0.973 0.992 

Cluster standard errors at the country level in brackets. Education is coded as college and 
non-college. Sample restricted to people aged 23-62. 
*** p<0.01, ** p<0.05, * p<0.1
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Table 2. Time-series relationship between prevalence of working long hours and industry choices of women 

 

Dep. Var: Share of Females working in Industry i 
All 

 
Non-College 

 
College Educated 

 Ever Married 23 -42 
 

 Ever Married 23 
-42 

 
 Ever Married 23 -42   

Single 23 
-42   Ever Married 43+ 

              Share of Males in 
Industry i working 
50+ hours 0.015 0.009 

 
0.018 0.006 

 
-0.052** -0.044*** 

 
-0.012 

 
-0.012 0.009 

 
[0.015] [0.017] 

 
[0.020] [0.017] 

 
[0.021] [0.010] 

 
[0.025] 

 
[0.027] [0.020] 

Share of Single 
Females 23-42 
working in Industry i 

 
0.636*** 

  
0.565*** 

  
0.719*** 

     
  

[0.117] 
  

[0.077] 
  

[0.100] 
     Share of Single 

Females 43+ working 
in Industry i 

            
0.264*** 

             
[0.045] 

              Country FE X X 
 

X X 
 

X X 
 

X 
 

X X 
Year FE X X 

 
X X 

 
X X 

 
X 

 
X X 

Industry FE X X 
 

X X 
 

X X 
 

X 
 

X X 
Country x Year FE X X 

 
X X 

 
X X 

 
X 

 
X X 

Country x Industry FE X X 
 

X X 
 

X X 
 

X 
 

X X 
Year x Industry FE X X 

 
X X 

 
X X 

 
X 

 
X X 

              Observations 3,729 3,729 
 

3,729 3,729 
 

3,615 3,615 
 

3,615 
 

3,615 3,615 
R-squared 0.972 0.985   0.972 0.984   0.965 0.982   0.946   0.986 0.989 

Cluster standard errors at the country level in brackets.  Regressions are weighted by the number of observations in each industry x 
year x country cell. 
*** p<0.01, ** p<0.05, * p<0.1 
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Table 3. Cross-sectional data descriptive statistics by country (circa 2012) 

Country 
Overwork 

 
Gender Gaps 

  Beta Males a Share in Males b 
 

Wage c Overwork d 
 

No. Obs. 

        US 1.04 0.28 
 

-0.20 -0.13 
 

2398042 

        Avg. Europe 0.77 0.13 
 

-0.14 -0.06 
 

17375 

        
 

Small Europe 
Austria 0.84 0.14 

 
-0.18 -0.08 

 
13143 

Belgium 1.06 0.15 
 

-0.08 -0.07 
 

13336 
Switzerland 1.49 0.23 

 
-0.16 -0.10 

 
13967 

Luxembourg 1.05 0.12 
 

-0.11 -0.02 
 

15783 

 
West Europe 

Germany 0.55 0.18 
 

-0.15 -0.09 
 

30654 
France 1.08 0.17 

 
-0.16 -0.08 

 
29574 

Ireland 0.97 0.13 
 

-0.06 -0.07 
 

7452 
Netherlands 0.26 0.04 

 
-0.04 -0.03 

 
9695 

UK 0.86 0.23 
 

-0.15 -0.10 
 

18267 

 
South Europe 

Greece 0.54 0.10 
 

-0.17 -0.05 
 

10793 
Spain 0.39 0.09 

 
-0.10 -0.04 

 
41246 

Italy 0.12 0.13 
 

-0.17 -0.07 
 

31680 
Portugal 0.28 0.13 

 
-0.16 -0.06 

 
15497 

 
Nordic Countries 

Denmark 1.01 0.09 
 

-0.07 -0.06 
 

8544 
Finland 0.85 0.07 

 
-0.20 -0.04 

 
17793 

Norway 0.72 0.14 
 

-0.23 -0.09 
 

7620 
Sweden 1.01 0.04   -0.20 -0.01   10336 

Source: US-ACS and EU-SILC (2008-2013) 
a Elasticity of annual earnings to usual hours worked per week 
b Share of males working 50+ hours per week, percent 
c Defined as Wage Female - Wage Male, percent 
d Defined as Overwork Female - Overwork Male, percent 
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Table 4. Relationship between gender gaps and returns to overwork: Country x education 
group variation 

Robust standard errors clustered at the country level in brackets. The sample includes 18 
countries and 2 education groups: college and non-college. 
*** p<0.01, ** p<0.05, * p<0.1

 

Gender Pay Gap |hours 
 

% of Males 
working 50+hrs 

(1) (2) (3) (4) (5) (6) 
 

(7) (8) 
                    
Elasticity of Earnings 
to Weekly Hours -0.099* -0.038 -0.100* -0.051 -0.115* -0.061 

 
-0.021 -0.058 

 
[0.056] [0.070] [0.058] [0.069] [0.056] [0.066] 

 
[0.045] [0.042] 

Share of Males 
working 50+ hrs 

  
-0.039 -0.224 

     
   

[0.407] [0.495] 
     Gender Gap in 

Working 50+ hrs 
    

-0.568 -0.748 
   

     
[0.452] [0.617] 

   
          Country FE X X X X X X 

 
X X 

Edu Level FE X X X X X X 
 

X X 

          
Weights None 

1/Std 
error None 

1/Std 
error None 

1/Std 
error 

 
None 

1/Std 
error 

          Observations 36 36 36 36 36 36 
 

36 36 
R-squared 0.765 0.715 0.766 0.725 0.786 0.746   0.893 0.948 
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Table 5. Descriptive statistics at the industry level 

Sources: Authors' calculations using US ACS and EU-SILC 
The table reports the average across the 18 countries.

Industry 

Beta 
 

Gender Pay Gap 
 

Share Males 
Overwork 

 

Gender Gap 
Overwork 

 
Industry Share 

 
Share of females 

Mean 
Std. 
dev 

 
Mean Std. dev 

 
Mean Std. dev 

 
Mean Std. dev 

 
Mean Std. dev 

 
Mean Std. dev 

Financial  1.25 0.27 
 

-0.24 0.08 
 

0.18 0.09 
 

-0.10 0.06 
 

0.05 0.02 
 

0.44 0.11 
Health Care 1.22 0.36 

 
-0.14 0.07 

 
0.11 0.07 

 
-0.06 0.04 

 
0.11 0.03 

 
0.71 0.11 

Professionals 0.84 0.45 
 

-0.17 0.07 
 

0.17 0.08 
 

-0.08 0.04 
 

0.09 0.02 
 

0.41 0.09 
Manufacturing 0.84 0.20 

 
-0.21 0.06 

 
0.11 0.06 

 
-0.05 0.04 

 
0.20 0.04 

 
0.22 0.07 

Construction 0.77 0.26 
 

-0.08 0.09 
 

0.13 0.06 
 

-0.06 0.06 
 

0.07 0.02 
 

0.08 0.03 
Whole sale / Retail 0.77 0.37 

 
-0.18 0.05 

 
0.15 0.07 

 
-0.09 0.05 

 
0.12 0.02 

 
0.36 0.07 

Education 0.69 0.35 
 

-0.13 0.05 
 

0.14 0.09 
 

-0.04 0.04 
 

0.08 0.02 
 

0.61 0.09 
Public Administration 0.65 0.27 

 
-0.13 0.06 

 
0.09 0.06 

 
-0.05 0.04 

 
0.11 0.03 

 
0.39 0.10 

Other 0.57 0.44 
 

-0.24 0.12 
 

0.15 0.07 
 

-0.07 0.05 
 

0.08 0.01 
 

0.37 0.11 
Hotels and 
Restaurants 0.54 0.51 

 
-0.13 0.13 

 
0.19 0.11 

 
-0.08 0.08 

 
0.03 0.02 

 
0.46 0.11 

Transportation 0.15 0.33   -0.12 0.09   0.18 0.07   -0.11 0.06   0.06 0.01   0.17 0.05 
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Table 6. Correlation of industry level returns to overwork between the US and European 
Countries 

 
All Industries 

 

Excludes public 
sector 

 
West Europe 

Germany 0.69 
 

0.66 
France 0.59 

 
0.57 

Ireland 0.84 
 

0.86 
Netherlands 0.48 

 
0.62 

UK 0.68 
 

0.76 

 
South Europe 

Greece 0.27 
 

0.41 
Spain 0.70 

 
0.79 

Italy 0.44 
 

0.54 
Portugal 0.10 

 
0.52 

 
Nordic Countries 

Denmark 0.66 
 

0.70 
Finland 0.72 

 
0.85 

Norway 0.54 
 

0.64 
Sweden 0.61 

 
0.51 

 
Small Europe 

Austria 0.71 
 

0.78 
Belgium 0.48 

 
0.56 

Switzerland 0.85 
 

0.86 
Luxembourg 0.71 

 
0.66 

    Average 0.59   0.66 
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Table 7. Relationship between gender pay gaps and the returns to overwork: country x industry variation 

 

Gender Pay Gap |hours 
A. All 

 
B. College 

 
C. Non-college 

  
Reduced Form 

   
Reduced Form 

  
Reduced Form 

  
Reduced Form 

OLS IV OLS OLS 
 

OLS IV OLS OLS 
 

IV OLS OLS 
 

IV OLS OLS 
(1) (2) (3) (4) 

 
(5) (6) (7) (8) 

 
(9) (10) (11) 

 
(12) (13) (14) 

                  
Beta ic  x Gender 
Gap Overworkic 0.564*** 0.491** 

               
 

[0.146] [0.187] 
               Beta i_US x 

Gender Gap 
Overworkc,-i 

  

0.500*
** 0.461** 

             
   

[0.169] [0.168] 
             Beta ic  x Share 

Males 
Overworkic 

     
-0.113 

-0.253*
* 

   

-0.388
** 

   
0.006 

  
      

[0.094] [0.093] 
   

[0.166] 
   

[0.156] 
  Beta i_US x Share 

Males 
Overworkc,-i 

       

-0.238
** 

-0.232
** 

  

-0.414*
* -0.358* 

  
0.027 0.006 

        
[0.083] [0.086] 

  
[0.182] [0.170] 

  
[0.163] [0.159] 

Beta ic 0.038 0.032 
 

-0.005 
 

0.005 0.026 
 

-0.009 
 

0.028 
 

-0.041* 
 

0.004 
 

0.004 

 
[0.024] [0.028] 

 
[0.021] 

 
[0.024] [0.029] 

 
[0.021] 

 
[0.033] 

 
[0.021] 

 
[0.019] 

 
[0.015] 

Gender Gap 
Overworkic -0.454** -0.405* 

 
-0.053 

             
 

[0.185] [0.203] 
 

[0.180] 
             Share Males 

Overworkic 
     

-0.024 0.062 
 

-0.098 
 

0.093 
 

-0.207 
 

-0.023 
 

-0.020 
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Gender Pay Gap |hours 
A. All 

 
B. College 

 
C. Non-college 

  
Reduced Form 

   
Reduced Form 

  
Reduced Form 

  
Reduced Form 

OLS IV OLS OLS 
 

OLS IV OLS OLS 
 

IV OLS OLS 
 

IV OLS OLS 
(1) (2) (3) (4) 

 
(5) (6) (7) (8) 

 
(9) (10) (11) 

 
(12) (13) (14) 

      
[0.159] [0.155] 

 
[0.144] 

 
[0.173] 

 
[0.181] 

 
[0.128] 

 
[0.113] 

                  Country FE X X X X 
 

X X X X 
 

X X X 
 

X X X 
Industry FE X X X X 

 
X X X X 

 
X X X 

 
X X X 

                  Observations 198 198 198 198 
 

198 198 198 198 
 

198 198 198 
 

198 198 198 
R-squared 0.659 0.659 0.643 0.644   0.642 0.639 0.643 0.645   0.517 0.453 0.474   0.631 0.631 0.631 

Clustered standard errors at the country level in brackets. All regressions are weighted by the inverse of the standard error of the 
estimate of gender pay gap. 
*** p<0.01, ** p<0.05, * p<0.1
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Table 8. Correlation between the prevalence and returns to overwork: country x industry 
variation 

 

Share of males working 50+ hours 
A. All   B. College   C. Non-college 

(1) (2) 
 

(3) (4) 
 

(5) (6) 
Beta ic  -0.020** -0.022** 

 
-0.012 -0.032* 

 
-0.011 -0.012** 

 
[0.008] [0.009] 

 
[0.010] [0.018] 

 
[0.008] [0.005] 

  
        Country FE X X 

 
X X 

 
X X 

Industry FE X X 
 

X X 
 

X X 

         
Weighted Cell size None 

 

Cell 
size None 

 

Cell 
size None 

         Observations 198 198 
 

198 198 
 

198 198 
R-squared 0.953 0.795   0.950 0.749   0.949 0.783 

Clustered standard errors at the country level in brackets.  
*** p<0.01, ** p<0.05, * p<0.1
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Table A1.  Time-series data characteristics 

 

Country Name Code 
N. of 
Obs. 

First 
year 

Last 
Year Region 

Data 
Source 

       United States US 2997359 1983 2011 USA CPS 

       Germany DE 4472117 1983 2011 West Europe EU-LFS 
France FR 3761400 1983 2011 West Europe EU-LFS 
Ireland IE 2229198 1983 2011 West Europe EU-LFS 
Netherlands NL 1796776 1983 2011 West Europe EU-LFS 
UK UK 2429925 1983 2011 West Europe EU-LFS 
Denmark DK 802682 1983 2011 Nordic Countries EU-LFS 
Finland FI 420459 1995 2011 Nordic Countries EU-LFS 
Norway NO 339891 1995 2011 Nordic Countries EU-LFS 
Sweden SE 1544183 1995 2011 Nordic Countries EU-LFS 
Austria AT 1165168 1995 2011 Small Central/West Europe EU-LFS 
Belgium BE 1306968 1983 2011 Small Central/West Europe EU-LFS 
Switzerland CH 457897 1996 2011 Small Central/West Europe EU-LFS 
Luxembourg LU 433830 1983 2011 Small Central/West Europe EU-LFS 
Spain ES 2875032 1986 2011 South Europe EU-LFS 
Greece GR 2845613 1983 2011 South Europe EU-LFS 
Italy IT 6109569 1983 2011 South Europe EU-LFS 
Portugal PT 1348073 1986 2011 South Europe EU-LFS 
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Table A2. Descriptive statistics on industry distribution by gender, age group, marital 
status, and education 
(EU-LFS Time-series data) 

 

A. College Sample 
Females 

 
Males 

Age 23-42 Age 43-64 
 

Age 23-42 Age 43-64 
Single Ever Married Single Ever Married 

 
Single Ever Married Single Ever Married 

Industry 
         Construction 0.009 0.008 0.004 0.004 

 
0.041 0.052 0.027 0.038 

Education 0.189 0.224 0.291 0.283 
 

0.105 0.119 0.178 0.160 
Financial  0.046 0.038 0.020 0.017 

 
0.058 0.065 0.032 0.041 

Health Care 0.191 0.218 0.211 0.200 
 

0.066 0.092 0.079 0.094 
Hotels and Restaurants 0.017 0.013 0.007 0.008 

 
0.017 0.013 0.010 0.008 

Manufacturing 0.066 0.054 0.033 0.029 
 

0.149 0.179 0.094 0.134 
Other 0.061 0.044 0.062 0.043 

 
0.064 0.054 0.106 0.048 

Professionals 0.116 0.081 0.058 0.047 
 

0.170 0.157 0.117 0.126 
Public Administration 0.069 0.068 0.082 0.060 

 
0.073 0.095 0.097 0.098 

Transportation 0.024 0.017 0.013 0.009 
 

0.039 0.042 0.029 0.034 
Whole sale / Retail 0.067 0.058 0.034 0.039 

 
0.083 0.091 0.052 0.065 

No Industry reported (not in 
LF) 0.157 0.189 0.197 0.272 

 
0.147 0.055 0.191 0.166 

Share Ever Married 0.719 0.911 
 

0.674 0.917 

 

B. Non-College Sample 
Females 

 
Males 

Age 23-42 Age 43-64 
 

Age 23-42 Age 43-64 
Single Ever Married Single Ever Married 

 
Single Ever Married Single Ever Married 

Industry 
         Construction 0.010 0.011 0.007 0.008 

 
0.124 0.163 0.077 0.105 

Education 0.037 0.037 0.040 0.036 
 

0.014 0.013 0.015 0.016 
Financial  0.036 0.027 0.025 0.018 

 
0.022 0.025 0.015 0.021 

Health Care 0.133 0.130 0.126 0.102 
 

0.028 0.023 0.026 0.020 
Hotels and Restaurants 0.051 0.042 0.027 0.026 

 
0.041 0.036 0.022 0.020 

Manufacturing 0.099 0.091 0.074 0.058 
 

0.199 0.245 0.147 0.188 
Other 0.064 0.054 0.061 0.041 

 
0.040 0.034 0.036 0.031 

Professionals 0.065 0.054 0.041 0.036 
 

0.058 0.054 0.037 0.041 
Public Administration 0.048 0.042 0.053 0.037 

 
0.051 0.069 0.047 0.056 

Transportation 0.035 0.024 0.023 0.016 
 

0.075 0.094 0.059 0.078 
Whole sale / Retail 0.139 0.116 0.074 0.077 

 
0.136 0.148 0.076 0.104 

No Industry reported/not in LF 0.292 0.380 0.458 0.553 
 

0.224 0.110 0.451 0.329 
Share Ever Married 0.740 0.924 

 
0.655 0.900 

40



 
Table A3. OLS Cross-country relationship between the gender pay gap, the prevalence of 
overwork and the returns to working long hours 

 

Gender Pay Gap |hours 
 

% of Males working 50+ hrs 
(1) (2)   (3) (4) 

            
Elasticity of Earnings to Weekly Hours -0.013 -0.039 

 
0.068* 0.137** 

 
[0.034] [0.035] 

 
[0.034] [0.059] 

Constant -0.133*** -0.127*** 
 

0.083*** 0.065* 

 
[0.031] [0.027] 

 
[0.025] [0.032] 

      
Weights None 

1 / Std. 
error 

 
None 1 / Std. error 

Observations 18 18 
 

18 18 
R-squared 0.007 0.066   0.144 0.268 
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Table A4. Industry group definitions 

Industry 
 

NACE Rev. 2 Section 
Financial  

 
SECTION K — FINANCIAL AND INSURANCE ACTIVITIES 

Health Care 
 

SECTION Q — HUMAN HEALTH AND SOCIAL WORK ACTIVITIES 
Professionals 

 
SECTION L — REAL ESTATE ACTIVITIES 

  
SECTION M — PROFESSIONAL, SCIENTIFIC AND TECHNICAL ACTIVITIES 

  
SECTION N — ADMINISTRATIVE AND SUPPORT SERVICE ACTIVITIES 

Construction 
 

SECTION F — CONSTRUCTION 

Whole sale / Retail 
 

SECTION G — WHOLESALE AND RETAIL TRADE; REPAIR OF MOTOR VEHICLES AND 
MOTORCYCLES 

Education 
 

SECTION P — EDUCATION 
Public Administration  SECTION O — PUBLIC ADMINISTRATION AND DEFENCE; COMPULSORY SOCIAL SECURITY 
Manufacturing 

 
SECTION B — MINING AND QUARRYING 

  
SECTION C — MANUFACTURING 

  
SECTION D — ELECTRICITY, GAS, STEAM AND AIR CONDITIONING SUPPLY 

  
SECTION E — WATER SUPPLY; SEWERAGE, WASTE MANAGEMENT AND REMEDIATION 

Other 
 

SECTION J — INFORMATION AND COMMUNICATION 

  
SECTION R — ARTS, ENTERTAINMENT AND RECREATION 

  
SECTION S — OTHER SERVICE ACTIVITIES 

  
SECTION T — ACTIVITIES OF HOUSEHOLDS AS EMPLOYERS; UNDIFFERENTIATED GOODS- AND 

  
SERVICES-PRODUCING ACTIVITIES OF HOUSEHOLDS FOR OWN USE 

  
SECTION U — ACTIVITIES OF EXTRATERRITORIAL ORGANISATIONS AND BODIES 

Hotels and Restaurants  SECTION I — ACCOMMODATION AND FOOD SERVICE ACTIVITIES 
Transportation   SECTION H — TRANSPORTATION AND STORAGE 

Note: Most of the aggregations were already incorporated into the EUROSTAT coding of the 
industry variable.  Our only change was to add Section J (Information and Communication) to 
Other, as this industry has too few observations to accurately calculate returns to overwork and 
gender gaps. We dropped the agriculture and fishing sector from our analysis.
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Table A5. Descriptive statistics at the industry level by education sample 

Industry 

A. College Sample  
 

B. Non College Sample 

Beta 
 

Gender Pay Gap 
 

Share Males 
Overwork 

 
Beta 

 
Gender Pay Gap 

 

Share Males 
Overwork 

Mean Std. dev 
 

Mean Std. dev 
 

Mean Std. dev 
 

Mean Std. dev 
 

Mean Std. dev 
 

Mean Std. dev 
Financial  1.47 0.38 

 
-0.22 0.10 

 
0.21 0.11 

 
0.94 0.33 

 
-0.25 0.10 

 
0.12 0.07 

Health Care 1.28 0.37 
 

-0.15 0.08 
 

0.16 0.10 
 

0.82 0.75 
 

-0.10 0.09 
 

0.06 0.05 
Professionals SS 0.93 0.55 

 
-0.17 0.09 

 
0.21 0.10 

 
0.64 0.54 

 
-0.16 0.09 

 
0.12 0.07 

Manufacturing 1.07 0.40 
 

-0.16 0.08 
 

0.19 0.10 
 

0.62 0.27 
 

-0.23 0.06 
 

0.09 0.06 
Construction 0.94 0.31 

 
-0.12 0.17 

 
0.22 0.12 

 
0.75 0.33 

 
-0.07 0.12 

 
0.12 0.06 

Whole sale / Retail 0.83 0.46 
 

-0.17 0.10 
 

0.22 0.12 
 

0.76 0.43 
 

-0.18 0.05 
 

0.14 0.07 
Education 0.72 0.35 

 
-0.11 0.06 

 
0.17 0.11 

 
0.22 0.88 

 
-0.13 0.09 

 
0.05 0.04 

Public Administration 0.68 0.29 
 

-0.09 0.07 
 

0.12 0.07 
 

0.61 0.40 
 

-0.15 0.07 
 

0.07 0.06 
Other 0.64 0.57 

 
-0.19 0.12 

 
0.20 0.10 

 
0.62 0.67 

 
-0.28 0.13 

 
0.11 0.06 

Hotels and 
Restaurants 0.93 0.90 

 
-0.15 0.23 

 
0.25 0.18 

 
0.56 0.56 

 
-0.12 0.15 

 
0.18 0.10 

Transportation 0.64 0.64   -0.20 0.16   0.21 0.09   0.06 0.31   -0.08 0.09   0.18 0.07 
Sources: Authors' calculations using US ACS and EU-SILC 
The table reports the average across the 18 countries.
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Table A6. Robustness checks on the relationship between gender gaps and returns to 
overwork: country x industry variation, OLS Reduced Form  

Clustered standard errors at the country level in brackets. All regressions are weighted by the 
inverse of the standard error of the estimate of gender pay gap. See text for how the 
alternative Beta is defined. 
*** p<0.01, ** p<0.05, * p<0.1 
 
 
 
 
 
 
 
 
 
 
 
 
 

  

Gender Pay Gap |hours 
(1) (2) 

 
(3) (4) 

 
(5) 

 
(6) (7) 

Baseline 
 

Excludes IT, GR, AT, 
CH 

 
By Terciles 

 
Alternative Beta 

           Beta i_US x Gender Gap Overworkc,-i 0.500*** 
  

0.517** 
      

 
[0.169] 

  
[0.191] 

      Beta i_US x Share Males Overworkc,-i 
 

-0.238** 
  

-0.240** 
     

  
[0.083] 

  
[0.089] 

     Beta i_US x Top Tercile Overworkc 
      

-0.037* 
   

       
[0.020] 

   Beta i_US x Mid Tercile Overworkc 
      

0.008 
   

       
[0.025] 

   Beta ic  x Gender Gap Overworkic 
        

0.449* 
 

         
[0.218] 

 Beta ic  x Share Males Overworkic 
         

-0.197 

          
[0.122] 

Country FE 
   

X X 
 

X 
 

X X 
Industry FE 

   
X X 

 
X 

 
X X 

           Observations 198 198 
 

154 154 
 

198 
 

198 198 
R-squared 0.643 0.643   0.674 0.674   0.643   0.644 0.643 
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Abstract 

Workplace injuries have negative consequences for individuals, families, organizations, and 

society as a whole. In this study, we expand upon the job demands-resources (JD-R) model to 

include family demands and resources, as well as individual resources, and test longitudinally 

both between- and within-person antecedents of workplace injuries. We use nine waves of data 

from the National Longitudinal Survey of Youth (NLSY79) and follow the same individuals 

over a 12-year period. Using a multilevel logistic regression model, we find that both family and 

work demands increase the probability of workplace injuries. We also find contradictory effects 

at the between- and within-person levels: for instance, a spouse's work hours are negatively 

associated with the probability of suffering a workplace injury between-person (i.e., an 

individual whose spouse works more is less likely to get injured at work); however, it is 

positively associated with the probability of suffering a workplace injury within-person (i.e., an 

individual will be more likely to experience workplace injury if his/her spouse increases their 

work hours). We discuss our findings and their implications for individuals, organizations, and 

policy makers.  
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Introduction 

Workplace injuries have been a topic of great interest in the field of management, human 

resources, and Industrial/Organizational (I/O) psychology. Although injuries in the workplace 

are generally considered low-frequency events, the consequences can be serious for individual 

workers and their families, organizations, and policy makers. According to the Bureau of Labor 

Statistics (U.S. Department of Labor, 2014) private industry employers reported more than 3 

million nonfatal workplace injuries and illnesses in 2013 alone. Of those, 94.9% were workplace 

injuries and 5.1% were workplace related illnesses, which amount to 3.3 cases of injury/illness 

per the equivalent of 100 full-time workers. The cost of workplace injuries and illnesses to the 

U.S. economy is estimated at $200-550 billion annually (Bureau of Economic Analysis, 2008; 

Eisenbrey, 2013; Leigh, 2011) and economic losses are equivalent to 4-5% of the global gross 

domestic product (World Health Organization, 2008). Workplace injuries also incur non-

economic but equally significant costs, such as the growth of distrust in management, job 

dissatisfaction, and exit (Barling, Kelloway, & Iverson, 2003a). Given the significant human and 

economic costs they represent, it is critical to understand the antecedents of workplace injuries 

and the larger context in which the risks of such occurrences take place.  

Studies of workplace injuries tend to focus on occupational safety and climate factors, as 

well as issues pertaining to the organizational level, such as high-performance work systems 

(e.g., Barling, Kelloway, & Iverson, 2003b; Zacharatos, Barling, & Iverson, 2005) and 

characteristics of the job itself that may require accepted risks and hazards, autonomy, and 

physical demands (e.g., Barling et al., 2003a,b; Nahrgang, Morgeson, & Hofmann, 2011). In 

addition, most studies on workplace injuries are cross-sectional (e.g., Barling et al., 2003b; 

Frone, 1998; Zacharatos et al., 2005). As stated by Nahrgang and colleagues in their meta-
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analysis of safety at work (2011), most studies on workplace injuries use constructs that are 

assessed “at the same time, [making it] impossible to draw strong causal inferences” (p. 87). The 

few studies that do use longitudinal design have a short time horizon of only a few months, and 

are mostly focused on safety climate and not actual injuries, and are only able to observe 

between- and not within-subject antecedents of workplace injuries (e.g., Mullen & Kelloway, 

2009; Probst & Brubaker, 2001; Tharaldsen, Olsen, & Rundmo, 2008; Westaby & Lee, 2003). 

As such, current research tends to be limited in its capacity to draw causality from the available 

data, and does not allow significant opportunity for observing and estimating the antecedents of 

low-frequency events, such as workplace injuries.  

Another limitation of most studies on workplace injuries is that they treat all injuries 

similarly and do not differentiate them by type or etiology (e.g., Barling et al., 2003a,b; Frone, 

1998; Reilly, Paci, & Holl, 1995; Seabury, Mendeloff, & Neuhauser, 2014). However, some 

injuries are more accidental in nature (e.g., getting hit by a moving object), some are related to 

functional disability (e.g., strains and sprains from repetitive physical movements necessitated by 

a work-related task), while others pertain to mental illnesses or stress related to work 

performance (e.g., emotional breakdowns, anxiety or work-related depression) among other 

conditions. It is therefore possible that these different types of injuries have multiple predictors; 

or, that some predictors are stronger for some types of injuries and weaker for others.    

In this study, we apply the job demands-job resource model (JD-R model, Bakker & 

Demerouti, 2007; Demerouti Bakker, Nachreiner, & Schaufeli, 2001) with the goal of  

understanding the role that work, family, and individual demands and resources have in 

determining the probability of a workplace injury. We specifically focus on demands that 

individuals face at work (e.g., long work hours and shift work) and family (e.g., number of 
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children, age of youngest child, and a spouse's work hours).  We also examine the effect of 

resources on the probability of workplace injuries. Resources include those that originate at work 

but also within the family domain (e.g., tenure, income, and marital status) as well as an intra-

individual resource (core self-evaluations or CSE). Our focus on a longitudinal perspective of the 

multiple demands that individuals face, as well as the resources that individuals possess, has the 

potential to extend our understanding of workplace injuries at both individual and organizational 

levels. Such a focus may place organizations in a better position to offer more comprehensive 

policies that would address the challenges and demands that individual employees confront and 

which increase the risk of workplace injuries, as well as better facilitate the utilization of 

resources that reduce the probability of suffering from them. Additional contributions made by 

this study are demonstrated in its ability to observe both between- and within-individual factors 

that relate to workplace injuries. Specifically, we use 9-waves of data from the National 

Longitudinal Survey of Youth (NLSY79) over a 13-year period (1988-2000) taken from 

individuals who were 23-31 years old in 1988. These data allow us to overcome the limitations 

of many previous studies on workplace injuries by observing the demands that individuals face 

and the resources they possess before an injury occurs. In turn, this allows us to draw stronger 

causality between the various factors in an individual's work and family life that may lead up to 

an injury.   

In sum, research has focused on individual-specific and work-specific variables as 

potential predictors of workplace injuries, mostly using cross-sectional or short duration designs. 

We expand upon previous research by examining the effect of objective work and family 

demands on workplace injuries. While individual-level work demands (e.g., work pressure) have 

been examined in previous studies (see the meta-analysis of Christian, Bradley, Wallace, & 
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Burke, 2009), individuals face demands from both work and family that consume their resources 

and can be useful for work injury prevention. Our approach expands upon the JD-R model 

(Bakker & Demerouti, 2007; Demerouti et al., 2001) by broadening its scope from focusing 

exclusively on the work domain to expand upon an analysis of both work and family domains. 

This broader utilization of the JD-R model addresses a long-standing shortcoming of the work-

family literature, which tends to consider the individual-level independently from the family-

level. Furthermore, most studies treat different types of injuries as similar, although many work 

accidents and injuries may have numerous etiologies, sources, and degrees of severity. Finally, 

by using a longitudinal design we address a major limitation of the literature. In the most recent 

meta-analysis on workplace injuries and safety (Christian et al., 2009), only 4 out of 90 samples 

used longitudinal designs to examine the antecedents of injuries that occurred in the workplace. 

We thus address the call by Christian and colleagues, who suggest that, “future research is 

needed to further the understanding of occupational safety, particularly with an emphasis on 

theoretically longitudinal research designs” (p. 1123).  

Theory and Hypotheses 

Extending the Job Demands-Job Resources Model 

 The JD-R model (Bakker & Demerouti, 2007; Demerouti et al., 2001) proposes that jobs 

include both demands and resources. Demands impose a burden on individuals and require a 

sustained physical, cognitive, and emotional effort. The effort individuals make to perform their 

work is associated with physical and psychological depletion. This depletion can lead directly to 

a physical workplace injury, as well as to a deprivation of energy and attention required to 

uphold proper work performance, which can, when diminished, lead indirectly to a workplace 

injury. Examples of job demands are long work hours and irregular shift-work (Dai, Milkman, 
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Hofmann & Staats, 2015; Kramer & Chung, 2015; Mullins, Cortina, Drake, & Dalal, 2014). The 

JD-R model further suggests that jobs include resources that allow employees to reduce the 

physical and psychological costs of job demands. Furthermore, resources also have the potential 

to motivate employees (Nahrgang et al., 2011). In the context of workplace injuries, resources 

may motivate employees to engage in safer behavior and follow safety regulations. Resources 

can derive from the work itself as well as from social aspects of the work (Nahrgang et al., 2011).  

Two examples of job resources that an individual can possess are work experience and tenure.  

 The separation between the work and family domains is prevalent in previous research. 

Yet, such a separation limits our ability to understand the actual impact of demands and 

resources that come from the combination of both work and family. Paying attention to both as a 

dynamic and simultaneous coupling of forces is especially important given the increased blurring 

of the boundaries between work and family. As such, an artificial separation of these domains by 

researchers is severely limiting our understanding of the interface between work and family 

(Kramer & Chung, 2015). We therefore extend the JD-R model to the family and intra-individual 

domains. We contend that the family domain can also impose demands as well as provide 

individuals with important resources. Family demands may include any physical, cognitive, or 

emotional investment that are required outside the workplace. These different types of family 

demands can range from the number of children a person has, or their age, to the work hours of 

an individual’s spouse or partner. For example, it would be safe to assume that individuals with 

more children spend more time meeting the physical, cognitive, and emotional demands required 

of parenting, and perform more physical care of children, or various tasks associated with school 

age children like helping with homework and greater provision of emotional support. The long 

work hours of a spouse or partner can also be perceived as a demand upon an individual, because 
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it results in the insufficient support of meeting demands within the family domain where two 

partners or spouses are usually required to take care of a household, caregiving and childcare 

duties (Kramer & Chung, 2015). Because an individual’s time and energy resources are finite 

(Edwards & Rothbard, 2000), any effort invested in meeting family demands is likely to come at 

the expense of the individual’s ability to cope with demands at work, including those that help 

prevent work injuries (e.g., attention to details and following safety regulations). This 

interdependency between work and family also extends to the potential wealth of personal 

resources that are available to an individual within both domains. Resources obtained from 

family can provide individuals with time and energy that can be used to buffer work demands 

and allow the individual to more effectively achieve organizational goals. For example, family 

resources, such as being married and having children, may provide the individual with a greater 

sense of responsibility as a provider, which may lead to more precautious attitudes or higher risk 

prevention compliance behaviors in the workplace. Resources such as higher income may allow 

individuals to afford outsourcing certain tasks to meet family demands (e.g., paying hired help 

for childcare), which in turn leave individuals with more time to replenish the resources they 

need to meet work demands.  

These differential effects of work/family demands and resources on the risk or prevention 

of work injuries can be more intuitively addressed when within- and between-subjects level 

effects are estimated. Multilevel analyses provide different perspectives on the relationship 

between the same constructs of interest when they are understood at different levels. More 

specifically, multilevel modeling estimates whether or not employees who work a greater 

number of hours are more likely to suffer from a workplace injury than employees who work less 

hours (between-subjects effect) as well as testing whether an employee who increases his or her 
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work hours  year-over-year also augments their probability of experiencing a workplace injury 

(within-subject effect). This brings us to the following hypotheses concerning the effects of both 

work and family demands and resources on workplace injuries: 

Hypothesis 1a: Work demands (work hours, irregular shift work) are positively related to 

the probability of suffering a workplace injury, both between- and within-subject.  

Hypothesis 1b: Family demands (number of children, age of youngest child, spouse work 

hours) are positively related to the probability of suffering a workplace injury both 

between- and within-subject.  

Hypothesis 2a: Work resources (income, tenure) are negatively related to the probability 

of suffering a workplace injury both between- and within-subject.  

Hypothesis 2b: Family resources (marriage) are negatively related to the probability of 

suffering a workplace injury both between- and within-subject. 

In the JD-R model, resources are considered external to the individual. They are derived 

from the organization (e.g., safety climate), social relations (e.g., supervisor support), work 

design (e.g., flexible work arrangements), and the task itself (Bakker & Demerouti, 2007; 

Demerouti et al., 2001; Nahrgang et al., 2011). However, research on workplace injuries has a 

long tradition of treating individual dispositions as resources that can be deployed to achieve 

superior personal and work outcomes. In the context of workplace injuries, studies have focused 

on personality traits, affects, and cognitive factors as predictors of workplace accidents (Frone, 

1998; Hansen, 1989; Iverson & Erwin, 1997). Christian and colleagues (2009) summarize the 

effect of personality traits on workplace injuries, accidents, and safety in a meta-analysis and 

find that conscientiousness, neuroticism, and locus of control stand out as statistically significant 

predictors of workplace injuries (mean corrected correlation = -.26, .19, and -.26 respectively). 
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Both neuroticism and locus of control are facets of core self-evaluations (CSE) in addition to 

self-esteem and self-efficacy (Judge & Bono, 2001; Judge, Locke, & Durham, 1997). In their 

meta-analysis Christian and colleagues (2009) considered self-efficacy as a motivating factor in 

preserving safety, which had a significant effect on safety compliance (.57) but was not tested as 

a direct predictor of injuries.   

CSE as a higher-order construct (Judge & Bono, 2001) can be defined as a dispositional 

evaluation that individuals hold about themselves (Judge et al., 1997). We argue that individuals 

with higher CSE are less likely to suffer from a workplace injury: higher CSE increase the 

individual’s ability to behave safely, follow safety regulations, and control their environment in a 

manner that reduces the risk of an injury. We therefore suggest that CSE should be considered a 

resource an individual utilizes to reduce the likelihood of suffering from a workplace injury.  

Hypothesis 3:  Core self-evaluations (CSE) are negatively related to the probability of 

suffering a workplace injury. 

Differentiating Accidental Injuries, Functional Injuries, and Psychological Injuries 

Workplace injury is defined as bodily damage that results from work-related activity and 

is usually classified by the location of the body part that is affected, such as the spine, hands, 

head, lungs, eyes, skeleton, and skin (Barling & Frone, 2004). According to the Occupational 

Injury and Illness Classification System (OIICS; Bureau of Labor Statistics, 2012), injuries can 

be classified in four different ways: by the nature of injury or illness (e.g., traumatic or 

systemic); by the part of body affected (e.g., head or trunk); by the source of the injury (e.g., 

whether the injury was inflicted by a machine or a structure); and, the event or exposure (e.g., 

violence, explosion, or a fall). However, workplace injuries in most available studies are treated 

as a composite variable, without considering whether they could be predicted differently on the 
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basis of their potential cause(s). Therefore, we are attempting to differentiate between the 

injuries themselves. Specifically, we differentiate physically-related injuries from all other types 

of injuries and illnesses, such as those which are biologically determined or related to mental 

illness induced by work environment (e.g., stress, anxiety or depression). 

Physical injuries are a consequence of workplace accidents. They include, for example, 

crushing injuries, fractures and open wounds to the skull, spine, trunk, and limbs (Bureau of 

Labor Statistics, 2012). Such injuries are more likely to be the result of an inability to meet work 

and family demands and insufficient time-related resources that create greater pressure to satisfy 

increasing workloads (e.g., Clarke, 2012; Halbesleben, 2010; Nahrgang et al., 2011).  To 

compensate time shortages and work pressures, individuals may “cut corners” (e.g., ignore time-

consuming safety procedures; Hechanova-Alampay & Beehr, 2001; Probst & Brubaker, 2001; 

Zohar, 2002). As such, we expect time-related demands (e.g., work hours and the work hours of 

a spouse) to be positively related to such injuries more than other demands (e.g., age of youngest 

child). Similarly, we expect “time-freeing” resources (e.g., income) to be negatively related to 

such injuries in comparison to other resources (e.g., marital status).  

Hypothesis 4: Time-related work and family demands (work hours and spouse's work 

hours) will be more strongly related to physically-related injuries than to other types of 

injuries.  

Both physical injuries and mental-health issues that arise in the workplace are illnesses 

that result in a function or system failure (Bureau of Labor Statistics, 2012) and are more likely 

to be the result of an employee's inability to meet energy-related work and family demands, or 

caused by insufficient energy-related resources. Prior research has shown that some common 

work-related illnesses and injuries (e.g., cardiovascular and musculoskeletal diseases, as well as 
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mental illness) are positively related to work demands that deplete employees of necessary 

physical and intellectual energy resources. These include low control over one’s job and 

schedule, which are negatively related to energy replenishing resources, such as social support 

(Johnson & Hall, 1988; Kivimäki et al., 2002) and other factors that create job strains (Kivimäki 

et al., 2002), and high psychosocial demands (da Costa & Vieira, 2010; Kivimäki et al., 2012). 

Several studies (see a review by Puttonen, Harma, & Hublin, 2010) have identified shift work as 

a predictor of increasing the risk of cardiovascular disease, although no specific mechanism was 

identified. In sum, literature on the relationship between work and health has demonstrated that 

energy-related demands, especially the control an individual has over a job and shift work, are 

connected to the increasing likelihood of stress-related disease.  

Less research has examined the relationship between family demands and biologically-

related workplace illnesses. Studies have found a positive linear relationship between the number 

of children and a working mother's risk of developing cardiovascular diseases (LaCroix & 

Haynes, 1987; Lundberg & Frankenhaeuser, 1999). However, such a relationship has not been 

observed for men, whether or not they had children. As such, we expect energy-related demands 

(shift work, number of children, and the age of youngest child) to be positively related to 

biological injuries and mental illnesses more than other demands (work hours, spouse's work 

hours). Similarly, we expect the type of resources that replenish energy through social support 

(marital status) to be negatively related to these illnesses and injuries more than other types (e.g., 

income).  

Hypothesis 5: Energy-related work and family demands (shift work, number of children, 

and age of youngest child) will be more strongly related to biologically- and mentally-

related injuries and illnesses than to physically-related injuries.  
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Method 

Sample 

 The National Longitudinal Survey of Youth (NLSY79) is a nationally representative 

panel study administrated by the Bureau of Labor Statistics. The sample encompasses 12,686 

individuals who were 14- to 22-year old when first surveyed in 1979. Participants were 

interviewed annually until 1994 and then on a biennial basis. Because time is modeled in our 

estimations, this data discontinuity after 1994 is accounted for. In our sample, we include all 

individuals who completed the survey between 1988 (when participants were 23-31 years old) 

and 2000 (when participants were 35-43 years old) because those are the years in which the 

NLSY79 collected work injury data. There were 8,033 participants who completed the survey in 

2000. Not including the participants who were dropped due to financial constraints and death, the 

overall retention rate is 83.1%. For our sample, we only included participants who worked at 

least 20 weekly hours in a given year, and no more than 100. We chose the 20-hour-weekly 

cutoff due to the potentially negative effects on a person's health of working fewer hours than 

desired, which is well documented in the literature (e.g., Feldman, 1996; Friedland & Price, 

2003; McKee-Ryan, Song, Wanberg, & Kinicki, 2005).  We chose a cutoff of 100 weekly hours 

because such an intense working schedule is unrealistic (more than 14 hours a day, seven days a 

week) and was reported by very few subjects, most of whom were self-employed. Finally, we 

only included individuals with at least 3 observations over time to allow us modeling within-

subject change. Listwise deletion was used to handle missing data. Our final sample size includes 

5,463 individuals who meet these inclusion criteria.  

Measures 

Dependent variable 
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 Injury. At each wave of the NLSY79, respondents were asked to report if they had 

suffered from any work-related injury or illness since the last interview. Respondents then 

reported if they had suffered from an injury or an illness. Between 1988 and 2000 there were 

5,236 observations of injuries or illnesses (out of 71,768 observations), with some respondents 

reporting multiple incidents. Overall, 91.8% of the observations are of injuries (N = 4,807) and 

8.2% are of an illness (N = 429).  

 Type of injury. We used the Occupational Injury and Illness Classification System 

(OIICS; Bureau of Labor Statistics, 2012) to classify injuries into two groups. The first group 

includes those that are accidental (e.g., crushing injuries, fractures, and open wounds to skull, 

spine, trunk, and limbs; Bureau of Labor Statistics, 2012). Such injuries are likely to be 

accidental and/or external to the person; more specifically, the cause relates to an outside force 

with which a person may come into contact in the workplace (e.g., getting hit by an object or 

piece of equipment, or an injury that results from contact with a machine). All other types of 

injuries were collapsed to non-accidental injuries and include those that are a result of a function 

or system failure internal to the person (e.g., cardiovascular and musculoskeletal diseases) and 

injuries that are more psychological in nature, such as work-related mental-health disorders. The 

omitted category is accidental injuries.     

Independent Variables 

We have four categories of independent variables. The first includes work demands 

(work hours and work schedule), the second includes family demands (spouse's work hours, 

number of children, and the age of youngest child), the third includes resources (core self-
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evaluations, marriage, income and work tenure), and the last includes demographics (sex, 

race/ethnicity, and age). We also include a Time variable.  

Work demands 

 Work hours. These are the number of weekly work hours reported by the respondent. We 

also included work hours squared to model non-linear effects of work hours but found no 

statistically significant non-linear effects (not presented).  

 Irregular shifts. Respondents reported whether they worked a regular day shift (= 0) or 

any other type of irregular shift (rotating, irregular, night shift, other; = 1).  

Family demands 

  Spouse work hours. These are the number of weekly work hours by the spouse as 

reported by the respondent. For respondents with no spouse, or a spouse who is not working, we 

coded a spouse's work hours as 0.  

 Number of children. This is the number of biological or adopted children age 18 years old 

and younger living with the respondent in the same household. 

 Children age 5 and younger. This is coded as 1 for respondents who have at least one 

biological or adopted child 5 years old or younger living with them in the same household; 

otherwise it is coded as 0.    

Resources  

Core self-evaluations. To measure CSE, we used the same 12 items from the NLSY79 as 

those in the study by Judge and Hurst (2008). Because CSE first appeared in an empirical paper 
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in 1998, the NLSY79 does not contain a direct measure of CSE but rather a measure that is 

similar to the one later utilized by the Judge, Erez, Bono, and Thoresen (2003) Core Self-

Evaluations Scale (CSES). Two items measure locus of control (e.g., “I have little control over 

the things that happen to me”); 5 items measure self-esteem (e.g., “I feel that I am a person of 

worth, on an equal basis with others”); 2 items measure neuroticism (e.g., “I’ve been 

depressed”), and 3 items measure self-efficacy (e.g., “What happens to me is my own doing”). 

Validation of this CSE measure is further detailed in Judge and Hurst (2008). 

Income. This is the annual income from work as reported by the respondent. For ease of 

interpretation, we divided the reported income by $10,000. Income is reported in real U.S. 

dollars (CPI adjusted to 2012).  

Tenure in weeks. This is the number of weeks the respondent has been working in their 

current job. 

  Marital status. This is coded as 1 for married and 0 for unmarried.  

Control variables 

Time. This is coded as 0 for 1988; 1 for 1989; 2 for 1990; 3 for 1991; 4 for 1992; 6 for 

1994 and onwards with year 2000 coded as 12.    

Demographics. The following variables were included: sex (female = 1, male = 0); age in 

2000 (last year of the data); race/ethnicity (Black, Hispanic, and White, with White being the 

omitted category). We do not record age for every year because such variables will be identical 

to the time variable. 
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Industry. All models include industry controls to account for higher rates of work injuries 

in specific industries (e.g., transportation and construction). The omitted category is public 

administration.  

Analytical Approach 

 Multilevel logistic regression is used to analyze the data. The nested nature of the 

repeated measures in the longitudinal data, where the same variables are measured multiple times 

by the same individuals (Agresti, 2000), lends itself to such analyses. Level 1 time-varying 

variables in our data are work hours, irregular shifts, number of children, age of the youngest 

child (< 5), spouse's work hours, tenure, income ($10,000), marital status, and work injury. 

These variables change over time at the within-subject level. Level 2 variables (between-subject 

level) are demographic variables (e.g., age in 2000, gender, ethnicity), industry, core self-

evaluation, and grouped variables of the same as those used in level 1 analyses (e.g., work 

hours). The outcome of interest for this study is work injury as a dichotomous variable; this 

criterion is predicted by a linear combination of the within- and between-subject level predictors 

indirectly through the natural logarithm of the odds of work injury against no work injury. 

Specifically, the outcome variable in this study is  

Yij  = ln (pk
ij/p0

ij),                                                          (1) 

where i represents the time reported by j subject (i = 1-9); pk
ij

 is the probability of experiencing a 

work injury for an  ith subject at j th time point; p0
ij  is the probability of not experiencing a work 

injury for an  ith subject at j th time point. PROC GLIMMIX (generalized mixed model) with 

Laplace estimation provided by SAS 9.3 was used to analyze data to achieve more efficient and 

unbiased estimation as suggested by Snijders and Bosker (2011). Hierarchical generalized linear 
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modeling with repeated-measure provides robust parameter estimates, even with missing data 

(Raudenbush & Bryk, 2002; Ployhart, Holtz, & Bliese, 2002).  

 We begin with a fully unconditional model (FUM, or the null model), where only the 

outcome variable is included. We calculated the intraclass correlation coefficient (ICC; Snijders 

& Bosker, 2012, p. 305) to partition within- and between-subject variance, which justifies the use 

of multilevel modeling for the data with enough strength of the within-group interdependence 

(ICC = .754). The models used in the first stage are as follows: 

Level 1 (within-subject level) model:    

Yij  = ln (pk
ij/p0

ij) = βk
0j      (2) 

Level 2 (between-subject level) model:    

βk
0j  = ϒk

00 + uk
0j       (3) 

where βk
0j  represents the intercept for subject j; ϒk

00 is the mean of intercepts across all subjects; 

uk
0j  is the random variation of the intercepts across subjects. This random effect is assumed to be 

normally distributed with the mean of zero (uk
0j  ~ N (0, τ 0

2)). The estimate of between-subject 

variance of the intercepts (uk
0j) is found to have a meaningful difference from zero, indicating 

that subjects differ in their probability of experiencing a work injury. Therefore, we could 

proceed with multilevel analysis methods. 

Next, we ran an unconditional growth model to examine the effect of time on work injury 

at within-subject level (Table 2, Model 1). Model 2 further includes demographics (age, gender, 

Black, and Hispanic) and six industry dummy variables in reference to public administration 
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industry as between-subject level predictors in addition to the time predictor. Subsequently, we 

proceed to add subsets of predictors to test the hypothesized fixed effects of work and family 

demands. We continue with a model that takes into account the additional effects of work and 

family demands on work injury in Model 3 and Model 4, where both within- and between-

subject level fixed effects are estimated. Only the fixed effects of predictors are tested, since no 

particular hypothesis was made for the random effects. Lastly, our final model (Table 2, Model 

5) extends to work and family resources (within- and between-subject level) and personal 

resources (between-subject level) demonstrating a superior model fit to those used previously. 

Because we did not hypothesize slopes to vary across individuals, the only random effect in our 

model is the random variation (uk
0j) of the intercepts across subjects (βk

0j). The final model with 

all predictors is described with the following equations: 

Level 1 (within-subject level) model:    

Yij  = ln (pk
ij/p0

ij) = βk
0j  + β1j (Time) + β2j (Work hours) + β3j (Irregular shift) + β4j (Number of 

children) + β5j  (Child younger than 5) + β6j  (Spouse work hours) + β7j  (Tenure) + β8j  (Income) + 

β9j  (Married)                                                                                                       (4) 

Level 2 (between-subject level) model:    

βk
0j  = ϒk

00 + ϒ01 (Age in 2000) + ϒ02 (Female) + ϒ03 (Black) + ϒ04 (Hispanic) + ϒ05 (Work 

hours) + ϒ06 (Irregular shift) + ϒ07 (Number of children) + ϒ08 (Child younger than 5) + 

ϒ09 (Spouse work hours) + ϒ010 (Tenure) + ϒ012 (Income) + ϒ013 (Married) + ϒ014 (CSE) + 

uk
0j  (5) 

where the different industries were controlled in the multilevel analyses using six dummy 

variables at between-subject level.  
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We also ran a separate set of analyses for the same multilevel logistic models using only 

accidental work injuries as the outcome variable, which excludes functional and mental-health 

related work injuries.  The results are presented in Table 3.  

Results 

Predicting work injuries  

 Descriptive statistics and correlations between the study’s variables are presented in 

Table 1. Below-diagonal correlation coefficients include all observations. Correlations above-

diagonal were calculated after averaging time-varying variables within-person (for a similar 

approach, see Judge & Livingston, 2008). Based on the above-diagonal correlations that are 

more conservative, we observe a positive relationship between work hours and irregular shifts 

and work injury (r = .03, p < .05 for both). Surprisingly, two of the family demands–having a 

young child at home and a spouse's work hours–show negative associations with work injuries (r 

= -.03, p < .05 and r = -.04, p < .05 respectively). All work and family resources, except tenure, 

are negatively and significantly associated with work injuries (r = -.04, p < .05 for income; r = -

.03, p < .05 for marriage; and, r = -.03, p < .05 for CSE). 
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Table 1: Descriptive Statistics and Correlations among Study Variables 

  Study 

variable 

M SD 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

1 Time 8.73 2.52  .01 .00 -.01 .00 .01 -.01 .02* -.03* .01 .03* .02* .01 .00 .01 

2 Age (1988) 26.66 2.26 -.01  .02 .00 -.01 .00 .00 .07* -.29* .00 .15* .06* .03* .15* .01 

3 Female .53 .50 .00 .01  .09* .00 -.41* -.05* .07* -.23* .18* -.08* -.35* -.21* -.08* -.04* 

4 Black .27 .45 .00 -.01 .10*  -.31* -.08* -.01 .00 -.11* -.17* -.09* -.16* -.31* -.05* -.01 

5 Hispanic .20 .40 .00 -.02* -.01 -.31*  .00 -.04* .10* .01 -.01 -.02* -.05* .03* -.14* .02 

6 Work hours 41.89 9.58 .04* .00 -.35* -.05* .01  .11* -.03* .10* -.13* .07* .37* .08* .08* .03* 

7 Irregular shift  .13 .34 -.02* .00 -.03* .00 -.03* .07*  .00 -.01 -.03* -.05* .03* -.01 .02 .03* 

8 #. of child 2.06 .96 .03* .04* -.04* .03* .08* .00 .02  -.03* .02 .03* -.04* .19* -.03* .01 

9 Young child  .45 .50 -.24* -.22* -.19* -.09* .01 .04* .00 .09*  .04* .03* .23* .16* .07* -.03* 

10 Spouse hours 27.47 21.26 -.01* -.01 .14* -.12* -.01 -.10* -.02 -.04* .04*  .07* -.04* .54* .09* -.04* 

11 Tenure 297.31 271.04 .15* .14* -.09* -.07* -.02 .06* -.04* .00 -.01 .03*  .27* .19* .11* -.01 

12 Income 3.04 2.69 .21* .06* -.33* -.13* -.04* .30* .01 -.02 .11* -.07* .26*  .25* .30* -.04* 

13 Married .75 .43 -.01 .02 -.27* -.27* .01 .08* .00 .10* .17* .47* .13* .20*  .14* -.03* 

14 CSE 3.17 .36 .01 .16* -.07* -.05* -.14* .06* .01 -.03* .04* .07* .09* .26* .12*  -.03* 

15 Work injury .08 .26 .00 .00 -.04* -.01 .02 .04* .02 .02 -.03* -.02* -.01 -.04* -.02* -.03*  

* p < .01; N = 11574; below-diagonal coefficients are total correlations (not accounting for repeated observations); above-diagonal values are sample 
weighted between individual correlations (correlations between-person based on within-person mean of each variable; for a similar approach see 
Judge and Livingston, 2008). 
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Table 2 presents the results of the multilevel logistic regression analyses for testing 

Hypotheses 1, 2, and 3. Model 1 presents the effect of time on work injuries. As shown, time 

alone (which in this analyses can also be interpreted as getting older) does not influence the 

probability of getting injured in the workplace (β = .02, p > .10). In Model 2, between-subject 

level demographic variables are added (age in 2000, gender, and race/ethnicity), as well as 

industry controls. The effect of gender is significantly negative, indicating that women have a 

lower probability of experiencing workplace injuries than men (β = .24, p < .10). As might be 

expected, individuals who work in some industries (transportation and manufacturing) are more 

likely to suffer from a workplace injury. In Model 3, work demands were added to the model 

(work hours and irregular shifts) to test Hypothesis 1a. The results show that work hours do not 

predict the occurrence of work injuries at either of the within- nor between-subject levels; our 

findings show that individuals who work irregular shifts are more likely to suffer from work 

injuries than individuals who work regular shifts (between-person). Specifically, irregular shifts, 

compared to a regular day shift, increase the probability of getting injured by 58.4%. However, 

there is no statistically significant within-subject level relationship between shift schedule and 

work injuries.  

Model 4 further introduces family demands to the analyses to test Hypothesis 1b. The 

number of children, children at home age 5 or younger, and a spouse's work hours were added to 

the model. Interestingly, the effect of gender becomes non-statistically significant once we 

account for these family demands; and, a person's age in 2000 becomes a statistically significant 

predictor of the probability of getting injured at work (β = .09, p < .05) such that older workers 

are more likely to experience workplace injuries. In addition, the respondent's work hours as a 

level-1 predictor have a positive, statistically-significant relationship with workplace injuries (β = 
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.02, p < .05), suggesting that a within-subject increase in work hours is related to a higher 

probability of workplace injuries. We estimate that an increase of one work hour per week is 

associated with a 2% increase in the probability of getting injured on the job. Among the family 

demand variables, the number of children and the presence of a child 5 years old or younger at 

the between-subject level is not associated with workplace injuries, although a spouse's work 

hours are significantly associated with them (β = -.02, p < .01). This indicates that individuals 

with spouses who work more hours are less likely to suffer from workplace injuries. Shifting to 

the within-subject effect of family demands on workplace injuries, we find that, contrary to our 

expectations, having a child age 5 or younger at home reduces the probability of getting injured 

(β = -.36, p < .05); our estimate of this 'protective' effect amounts to a 30.2% reduction in injury 

risk. As expected, a spouse's work hours are positively related to the probability of workplace 

injury (β = .01, p < .01); we estimate that a within-subject increase of one hour in a spouse's 

work time per week is associated with a 1% increase in the probability of getting injured at work.   

To test Hypotheses 2a, 2b and 3, we estimate in Model 5 the effect of work and family 

resources (tenure, income, and marital status) and individual resources (CSE) on workplace 

injuries. We find no association between a within-subject change in resources and workplace 

injuries. Shifting to the between-subject results, we find that income has a negative relationship 

with the probability of workplace injuries (β = -.21, p < .01); moreover, a $10,000 increase in 

annual income is associated with an 18.9% decrease in the probability of suffering a workplace 

injury. We also find that CSE is, as expected, negatively associated with the probability of 

suffering a workplace injury (β = -.29, p < .10). Individuals with a CSE that is one unit higher 

have 25.2% lower probability of getting injured at work. We do not find significant between-

subject effects for tenure or marital status.   
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Table 2: Multilevel Logistic Regression of the Effects of Work-Family Demands and Resources on Work Injuries 

  Model 1  
(Time) 

Model 2 
(Demographics/Industry) 

Model 3  
(Work Demands) 

Model 4  
(Family Demands) 

Model 5  
(Resources) 

Predictor  
(fixed effects) 

Estimat
e (β) 

SE Odd 
ratio 

Estimat
e (β) 

SE Odd 
ratio 

Estimate 
(β) 

SE Odd 
ratio 

Estimate 
(β) 

SE Odd 
ratio 

Estimate 
(β) 

SE Odd 
ratio 

Level 1 
predictors 

               

   Intercept -6.37** .23 - -7.04** .74 - -3.73** .61 - -9.74** 1.17 - -2.00* .97 - 
   Time .02 .01 1.023 .02 .01 1.020 .01 .01 1.010 .03 .02 1.030 -.02 .02 .980 
   Work hours       .01 .01 1.010 .02* .01 1.020 .01† .01 1.010 
   Irregular  
   Shift 

      -.06 .13 .942 -.02 .20 .980 -.01 .19 .990 

   Num. of  
   children 

         .14 .12 .150 .10 .11 1.105 

   Child  
   under 5 

         -.36* .17 .698 -.29† .16 .748 

   Spouse  
   work hours 

         .01** .00 1.010 .01* .00 1.010 

   Tenure             .00 .00 1.000 
   Income             .05 .05 1.051 
   Married             -.25 .23 .779 
Level 2 
predictors 

               

   Age in 2000    .03 .03 1.030 -.03 .02 .970 .09* .03 1.094 -.04 .03 .961 
   Female    -.24† .12 .787 -.28** .10 .756 -.10 .18 .905 -.50** .15 .607 
   Black    -.14 .14 .869 -.19† .11 .827 -.03 .18 .970 -.30* .15 .741 
   Hispanic    .13 .15 1.139 .10 .12 1.105 .08 .20 1.083 .04 .15 1.041 
   Servicea       .13 .16 1.139 .10 .13 1.105 .12 .21 1.127 .22 .17 1.247 
   Transportationa    .54** .20 1.804 .39* .17 1.477 .63* .26 1.878 .43† .22 1.537 
   Businessa    -.03 .20 .970 .01 .17 1.010 -.27 .28 .763 -.03 .24 .970 
   Agriculturea    .21 .19 1.234 .38* .16 1.462 .15 .26 1.162 .11 .22 1.116 
   Salesa    .10 .16 1.105 .13 .14 1.139 .09 .21 1.094 .04 .18 1.041 
   Manufacturinga    .31† .16 1.363 .33* .13 1.391 .29 .21 1.336 .22 .17 1.246 
   Work hours       -.00 .01 1.000 .00 .01 1.000 .01 .01 1.010 
   Irregular  
   Shift 

      .46* .21 1.584 .42 .33 1.522 .29 .28 1.336 

   Num. of           -.05 .13 .951 -.00 .12 1.000 

68



  Model 1  
(Time) 

Model 2 
(Demographics/Industry) 

Model 3  
(Work Demands) 

Model 4  
(Family Demands) 

Model 5  
(Resources) 

Predictor  
(fixed effects) 

Estimat
e (β) 

SE Odd 
ratio 

Estimat
e (β) 

SE Odd 
ratio 

Estimate 
(β) 

SE Odd 
ratio 

Estimate 
(β) 

SE Odd 
ratio 

Estimate 
(β) 

SE Odd 
ratio 

   children 
   Child  
   under 5 

         .11 .26 1.116 -.25 .22 .779 

   Spouse  
   work hours 

         -.02** .00 .980 -.01* .01 .990 

   Tenure             -.00 .00 1.000 
   Income 
($10,000) 

            -.21** .00 .811 

   Married             .11 .07 1.116 
   CSE             -.29† .17 .748 
Goodness-of-fit                
   Deviance 10,120.12  10,100.32  10,104.81  6,356.97   5,741.40   
   AIC 10,126.12  10,126.32  10,138.81  6,402.97    5,801.40   
   BIC 10,147.16  10,217.48  10,258.00  6,556.11   5,999.32   
Note. N = 11574~20573 (XXX individuals). aIndustry control variables are dummy coded in contrast to a reference category (public administration industry); 
service = entertainment services, personal service, professional services, finance, insurance, and real estate industry; transportation = transportation, 
communications, and other public utilities related industry; business = business and repair services industry; agriculture = agriculture, forestry, fisheries, mining, 
and construction industry; sales = wholesale and retail trade industry; manufacture = manufacturing industry. 
† p < .10; * p < .05; ** p < .01   
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Testing different types of injuries 

Table 3 presents the results for testing hypotheses 4 and 5. For all models, only 

individuals who were injured and reported details about their type of injury were included. 

Model 1 presents the effect of time on the probability of suffering from an accidental work injury 

compared to non-accidental injury. As can be seen, time (a person getting older) is significantly 

related to the type of workplace injury that can occur; with age, the probability of accidental 

injuries, compared to non-accidental injuries, decreases. In Model 2 we added our demographic 

and industry controls. As can be seen, none of the demographic variables are significantly related 

to the type of work injury; whereas–and as expected–individuals who work in transportation, 

manufacturing, and agriculture are more likely to suffer from accidental work injuries. In Model 

3, we added work and family demands to the model. We find no between-subject associations 

between work and family demands and the type of workplace injury. At the within-subject level, 

we find that having one additional child is associated with an increased probability of suffering 

from a workplace injury (β = .30, p < .10) whereas having a child age 5 and under is associated 

with a lower probability of suffering from a workplace injury (β = -.58, p < .05). Finally, in 

Model 5 we add work and family resources (tenure, income, and marriage) as well as individual 

resources (CSE) to the model. We only find a statistically significant effect for marital status. 

Individuals who are married are more likely to suffer from an accidental injury (β = 2.46, p < 

.01). However, getting married (changing status from being non-married to married) is 

associated with a reduced probability of suffering an accidental injury at work (β = -2.21, p < 

.01).  
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 Table 3: Results Examining the Effects of Work-Family Demand/Resource on Accidental Injuries at Workplace 

  Model 1 (Time) Model 2 
(Demographics/Industry) 

Model 3  
(Work and Family Demands) 

Model 5  
(Resources) 

Predictor  
(fixed effects) 

Estimat
e (β) 

SE Odd 
ratio 

Estimat
e (β) 

SE Odd ratio Estimat
e (β) 

SE Odd 
ratio 

Estimat
e (β) 

SE Odd ratio 

Level 1 predictors             
   Intercept -6.06** .22 - -7.04** 1.12 - -9.53** 1.82 - -6.13** 1.97 - 
   Time -.27** .02 .763 -.27** .02 .763 -.30** .04 .741 -.33** .04 .719 
   Work hours       .03** .01 1.030 .03† .01 1.030 
   Irregular Shift       -.34 .31 .712 -1.54** .35 .214 
   Num. of children       .30† .18 1.350 .69** .20 1.994 
   Child under 5       -.58* .27 .560 -.58* .28 .560 
   Spouse work hours       .01 .01 1.010 .02** .00 1.020 
   Tenure          -.00 .00 1.000 
   Income          .08 .10 1.083 
   Married          -2.21** .45 .110 
Level 2 predictors             
   Age in 2000    .03 .04 1.030 .09† .06 1.094 -.00 .06 1.000 
   Female    -.26 .20 .771 -.12 .29 .887 -.32 .31 .726 
   Black    -.09 .22 .914 .09 .29 1.094 .22 .30 1.246 
   Hispanic    .08 .24 1.083 .11 .32 1.116 .36 .31 1.433 
   Servicea       .35 .25 1.419 .40 .33 1.492 .19 .33 1.210 
   Transportationa    .81** .30 2.248 .97* .40 2.638 .37 .42 1.447 
   Businessa    -.09 .32 .914 -.51 .47 .600 -1.09 .54 .336 
   Agriculturea    .57* .29 1.768 .72† .40 2.054 .70† .39 2.014 
   Salesa    .26 .26 1.297 .27 .35 1.310 -.13 .36 .878 
   Manufacturinga    .48† .25 1.616 .26 .34 1.297 -.19 .35 .827 
   Work hours       -.02 .02 .980 -.02 .02 .980 
   Irregular Shift       .54 .52 1.716 2.52** .49 12.429 
   Num. of  
   children 

      -.24 .21 .787 -.74** .23 .478 

   Child  
   under 5 

      .41 .43 1.507 .41 .44 1.507 

   Spouse  
   work hours 

      -.01 .01 .990 -.02 .01 .980 

   Tenure          .00 .00 1.000 
   Income ($10,000)          -.18 .12 .825 
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  Model 1 (Time) Model 2 
(Demographics/Industry) 

Model 3  
(Work and Family Demands) 

Model 5  
(Resources) 

Predictor  
(fixed effects) 

Estimat
e (β) 

SE Odd 
ratio 

Estimat
e (β) 

SE Odd ratio Estimat
e (β) 

SE Odd 
ratio 

Estimat
e (β) 

SE Odd ratio 

   Married          2.46** .64 11.705 
   CSE          .10 .36 1.105 
Goodness-of-fit             
   Deviance 5,752.24  5,736.16   3,415.68  3,017.97   
   AIC 5,758.24  5,762.16   3,461.68  3,077.97   
   BIC 5,779.28  5,853.33   3,614.82  3,275.89   

Note. N = 11366~20236 (XXX individuals). aIndustry control variables are dummy coded in contrast to a reference category (public administration industry); 
service = entertainment services, personal service, professional services, finance, insurance, and real estate industry; transportation = transportation, 
communications, and other public utilities related industry; business = business and repair services industry; agriculture = agriculture, forestry, fisheries, 
mining, and construction industry; sales = wholesale and retail trade industry; manufacture = manufacturing industry. 
† p < .10; * p < .05; ** p < .01   
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Discussion 

The present study suggests that the determinants of workplace injuries should be explored 

beyond the workplace and the individual levels, and that more detailed examinations of how 

family structure and resources can be used to determine or prevent the risks of workplace injury. 

Such research is important for several reasons: first, the separation of work and family is 

arguably an artificial notion, given the likelihood that individuals experience the reciprocal 

influences and dynamic interactions between family life and work life. The blurring of 

boundaries between work and family life, and the spillover between these two domains is 

frequent and influential. Second, while research has been devoted to the cross-domain 

relationship between work and family, most has focused on perceptions and attitudes (e.g., work-

family conflict and job satisfaction) and less has examined behavioral outcomes (Frone, 1998). 

Third, work injuries are destructive to an individual's health and financial wellbeing, and 

understanding the complex system of factors that affect workplace injuries can greatly benefit 

individuals, families, organizations, and policymakers. In this study, we explore the role of work 

and family demands and resources in the occurrence of workplace injuries. We do so using a 

robust design that takes into account both within- and between-subject changes and differences, 

and revealing several intriguing findings that are discussed below. 

Based on the job demands-job resources model (JD-R model; Bakker & Demerouti, 

2007), previous literature mainly focused on work-related demands or resources when predicting 

work injuries. We extend the JD-R model to address the effects of family demands and resources 

as additional factors that should be taken into consideration when studying behavioral work 

outcomes, such as job injuries. In order to examine the relationship between work/family 

demands, resources, and workplace injuries, we took a multilevel approach using longitudinal 
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data with nine waves over a 12-year period. The longitudinal design allows us to make stronger 

causal inferences about the relationship between demands, resources, and workplace injuries. 

Such a sample has its limitations in terms of measuring perceptions and attitudes, as well as 

important workplace characteristics; but it allows us, however, to overcome the flaws inherent to 

many studies about workplace injuries that remain limited in their ability to longitudinally 

observe a low-frequency outcome (e.g., e.g., Barling et al.,2003b; Frone, 1998; Zacharatos et al., 

2005). This is important because health problems and workplace accidents can be the result of an 

accumulated influence of certain predictors (e.g., mounting work demands). Such multilevel 

analyses also allow us to partition within- and between-subject level effects that can have 

different factors of influence on the risk of work injuries. For example, for the same predictor, 

only one level of analyses may show a statistically significant effect on the outcome. In our final 

Model 5 (Table 2), the age of an individual worker's youngest child is statistically significant, but 

only when predicting work injuries at the within-subject level and not the between-subject level. 

Such findings suggest that having a child has a negative effect on the probability of workplace 

injuries although individuals with younger children are not more or less likely to have an injury 

at work. Moreover, the nature of the relationship may differ in direction as well. For example, we 

found a spouse's work hours to show the opposite direction of association, depending on the 

level of analysis. If a person's spouse increases his/her work hours year by year, there is an 

increased probability of getting injured at work (within-subject level effect), whereas individuals 

with spouses who work longer hours are less likely to get injured at work (between-subject level 

effect).  

Other findings also illustrate the importance of performing both between- and within-

subject analyses in order to understand behavioral work outcomes such as work injuries. We find 
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that work hours do not predict between-subject differences in the probability of suffering from a 

workplace injury. This might indicate that most individuals are able to select work schedules that 

do not deplete their resources to the extent that enforced longer hours or undesired or irregular 

shift schedules will increase the probability of injury. However, we also find that work hours do 

predict workplace injuries within-subject, such that individuals who increase their work hours 

year-over-year are more likely to suffer from a work injury. The findings for working irregular 

shifts also demonstrate the importance of studying both between- and within-subject effects. 

When resources are excluded from the models, working irregular shifts substantially increases 

the probability of workplace injuries between-subjects, but not within-subject.  

The importance of taking family factors into account when attempting to predict 

workplace behaviors is strongly supported by our findings. Having a young child at home 

decreases the probability of suffering a workplace injury within-subject, but not within-subjects. 

This might indicate that individuals who have a young child, either adopted or biological (the 

only way a within-person change in having young children can happen), will be concerned not 

only about their work role but will also aim to be more responsible at work, or refrain from 

certain risk-taking behaviors in order to avoid injury. It is also possible that having a newborn 

child at home provokes a spillover (e.g., Barnett, 1994) of safer behavior that starts from within 

the family unit and extends to safer behavior in the workplace. However, because there is no 

difference in the probability of workplace injuries between subjects who have a young child and 

those who do not, it seems that young children are not a primary cause of resource depletion and 

that individuals with young children devote themselves to safer behavior at work. A spouse's 

work hours are another family-level variable that affects the probability of workplace injury 

occurrence within-person. Interestingly, a spouse's work hours are positively associated with 
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workplace injuries within-subject and negatively associated with workplace injuries between-

subjects. This finding indicates that individuals with spouses who work more hours are less 

likely to be injured than individuals with spouses who work less hours; but at the same time, a 

within-subject increase in spousal work hours stretches an individual's resources and results in an 

increased probability of suffering from a workplace injury.  

We find that work resources in the form of income, and individual resources in the form 

of CSE, reduce the probability of suffering from a workplace injury. Income might be a proxy to 

the how hazardous the work is, with the assumption that individuals in more hazardous jobs 

(e.g., transportation and construction) are likely to have lower incomes than individuals in less 

hazardous jobs (e.g., accountants). The CSE effect on work injuries reaffirms the important role 

that personality may have in the occurrence of workplace injuries. It seems that organizations 

that are plagued by workplace injuries may be able to reduce their frequency by using 

personality tests as one of the criteria in employee selection for hazardous jobs; or, perhaps, 

conducting personality tests and self-evaluations on throughout an employee's tenure at a job and 

as an employee moves between jobs. Given the negative relationship of CSE with work injuries, 

and positive relationship with job satisfaction and performance (Judge & Bono, 2001; Kacmar, 

Collins, Harris, & Judge, 2009), it seems prudent to use CSE as a selection tool.  

Finally, we are unable to predict the specific types of injuries individuals may have 

suffered from in our data. This may be the result of a lack of refinement of the injury category, or 

the randomness of some workplace injuries, especially biological ones (e.g., illnesses that result 

from working conditions in coalmines). We call for future research to better differentiate 

between injuries that are preventable (e.g., enforcing proper training and conduct resulting in 
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safer behavior), and injuries that may be more psychological in nature (e.g., mental illness), and 

injuries that are very hard to avoid or predict (e.g., violence inflicted against the individual at 

work).  

Practical Implications 

The theoretical and empirical contributions of our study may help to promote more 

effective human resources policies that can aim to prevent and reduce workplace injuries. For 

example, increasing work hours for employees may require a company or industry to invest a 

greater amount of attention to employee behaviors that promote safety and provide them with 

resources (e.g., more flexible scheduling) that would allow them to devote enough resources to 

accident prevention. On the other hand, hiring new employees instead of extending work hours 

of current employees may not require such policies. Working irregular shifts seems to have a 

strong, positive effect on workplace injuries between-subjects, but not within-subjects. As such, 

it is important to devote safety-promoting resources to employees who work irregular shifts. 

Finally, organizations should consider factors outside work, and especially related to the family. 

For example, if both spouses work at the same company or organization, demanding more from 

one spouse may affect behavioral work outcomes for the other spouse.  

In order to help men and women in various occupations achieve greater work-life 

balance, policymakers should consider the spheres of influence in both work life, and personal 

and family life, in their efforts to improve the individual wellbeing of workers in different fields 

and professions. Our findings suggest that employee wellbeing is not only determined by the 

characteristics of the work required and the demands of the job; rather, a more holistic perception 

of individuals as they perform in different life domains may result in policies that address the 
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complexity of human behavior. One of the ways in which policymakers can contribute to 

promoting productive employees and a safe, positive working environment is to enhance the 

resources that employees have available to them. For example, providing paid parental leave and 

paid leave that will allow employees to take care of dependents (e.g., a sick child) may 

contribute to healthier and more productive work environments in the long-term. Doing so may 

also reduce the exorbitant costs associated with financial compensation for injuries if workers 

have the option of taking short, paid leaves rather than be less productive, exhausted or under 

stress in the workplace, which can lead to further depletion of energy and resources needed to 

maintain adequate levels of safety. 

Limitations and Future Directions   

Although the current study makes an important contribution to the current literature, it is 

not without limitations. The first is the use of longitudinal data, which enables us to follow the 

same individuals over a 12-year period but limits our ability to test the mechanisms at play that 

may reduce workplace injuries, For example, while having a higher income reduced the 

probability of suffering from a workplace injury, it is unclear if this is a result of less hazardous 

jobs for individuals with higher pay, an ability to replenish resources and meet demands with 

more income (e.g., having more vacation time or hiring help for household work and childcare), 

or a combination of both. Second, we hypothesized the deterrent effect of CSE on work injuries 

as a personal resource. As mentioned, this construct is a composite of four sub-facets (self-

esteem, self-efficacy, neuroticism, and locus of control); although we did find a statistically 

significant impact for CSE overall, facet-level predictive validities would allow more intuitive 

and practical inference and would be of advantage in providing more detail about CSE and its 
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effects. However, we could not perform facet-level analyses, because the measurement of CSE in 

the data was limited and there were only a few items from each facet’s comprehensive inventory. 

We are also unable to control for state-level factors (e.g., differences in work policies across U.S. 

states) that may play an important role in an employee's probability of having a workplace injury 

due to the general rarity of injuries overall and the constant change in work-family related 

policies (e.g., paid and unpaid leave) over time and in potentially different regions of the 

country. Finally, previous studies have shown that workplace injuries are underreported in many 

workplaces, and that underreporting varies across industries, occupations, and demographics 

(e.g., Azaroff, Levenstein, & Wegman, 2002; Fan, Bonauto, Foley, & Silverstein, 2006; Pransky, 

Snyder, Dembe, & Himmelstein, 1999; Probst, Brubaker, & Barsotti, 2008; Tucker, Diekrager, 

Turner, & Kelloway, 2014). Underreporting, especially of less severe work injuries, may result 

in our findings underestimating the true effect of work and family demands on injuries in the 

workplace. We call for future studies to expand upon our current findings and examine these 

important aspects of the demands and resources found within the work-family dyad, that, to date, 

remain largely unexplored.  
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Abstract 

 

There are concerns that Hispanic workers disproportionately underreport workplace 

injuries, perhaps out of fear of reprisal from employers. This type of underreporting 

would place an especially high burden on Hispanic workers who are employed in riskier 

industries and occupations and who have among the lowest rates of health insurance. 

Using National Health Interview Survey (NHIS) data, I find that Hispanic workers are 

33% less likely to disclose nonfatal workplace injuries to the survey enumerator, and the 

biggest reporting discrepancy is for minor injuries (i.e., injuries of shorter duration). 

Using National Longitudinal Survey of Youth – 1979 (NLSY79) data, I explore possible 

reasons for pattern of underreporting and find that in some cases Hispanic workers are 

slightly more likely to lose their job following receipt of WC benefits than non-Hispanic 

workers. An additional consequence of underreporting workplace injuries is the cost of 

medical care not covered by WC. I calculate that these medical costs for uncompensated 

workplace injuries incurred by Hispanic workers total over $1 million each year.  
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1. Introduction 

Hispanic workers are disproportionately employed in the most dangerous industries 

(Orrenius and Zavodny, 2009), and the most dangerous occupations, such as health aides, 

janitors and cleaners, maids and housekeepers, production workers, drivers, and hand 

laborers (Baron et al., 2013).
1
 Hispanic workers also have the highest rate of workplace 

fatalities of any group (Byer, 2013). It follows that Hispanic workers are at higher risk of 

workplace injury than non-Hispanic workers.  

 

In addition to concerns about Hispanic workers being at higher risk of workplace injury, 

the policy community is addressing fears about underreports of workplace injuries among 

Hispanic workers. In 2010, the Occupational Safety and Health Administration (OSHA) 

and the National Institute for Occupational Safety and Health (NIOSH) co-sponsored the 

National Action Summit for Latino Worker and Health Safety.
2
 At this summit, Hilda 

Solis, Secretary of Labor, said, “…too many workers, especially Latino workers do not 

report violations. Many fear that they will lose their job or they fear discipline when they 

suffer an injury.”
3
 The Director of NIOSH, John Howard, said, “…[i]t is likely, though, 

that …non-fatal occupational injuries and illnesses are undercounted among Latino 

workers. These workers are reluctant to report injuries and illnesses.”
4
 Concerns about 

underreporting workplace injuries are especially salient for Hispanic workers who are 

                                                 

1
 In fact, 24% Hispanics are employed in high risk occupations relative to 21% of non-

Hispanic blacks. 

2
 https://www.osha.gov/latinosummit/2010latino-summit.html Viewed July 6, 2015. 

3
 Ibid. 

4
 Ibid. 
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employed in jobs with greater risk of injury and because Hispanic workers have among 

the lowest rates of health insurance of any demographic group. 

 

The existing empirical literature contributes to concerns about Hispanic underreporting of 

nonfatal workplace injuries because evidence does not universally show that Hispanic 

workers report more nonfatal workplace injuries than non-Hispanic workers. Smith et al. 

(2005) find that in the National Health Interview Survey (NHIS), the rate of nonfatal 

workplace injury is lower for Hispanic workers than for whites. And prior estimates 

examining receipt of Workers’ Compensation (WC) insurance benefits, which cover the 

cost of medical care and lost wages for workers injured on the job, show that Hispanic 

workers are less likely to receive WC cash payments than whites or blacks, conditional 

upon benefit generosity, industry, and occupation (Bronchetti and McInerney, 2012). In 

fact, it is only when researchers restrict attention to the construction industry that they 

find evidence of Hispanic workers experiencing the same (Goodrum and Dai, 2005) or 

higher rate of nonfatal injuries (Dong et al., 2010) than similar non-Hispanic workers.  

Together, this evidence is consistent with Hispanic workers underreporting workplace 

injuries in most industries. 

 

In this paper, I address two research questions in an attempt to quantify underreporting. 

First, I will examine whether Hispanic workers underreport both major and minor 

nonfatal workplace injuries. Using the National Health Interview Survey (NHIS), I find 

that underreporting is a larger problem for minor injuries than for major injuries. Second, 

I examine whether those Hispanic workers who report a nonfatal workplace injury to a 
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national survey are less likely to file for WC or less likely to receive WC. To address this 

question, I turn to the National Longitudinal Survey of Youth – 1979 (NLSY79), which 

captures separate information regarding the incidence of injury, report of injury to one’s 

employer, and receipt of WC benefits.
5
 I find no evidence that, conditional on reporting 

an injury to a national survey, Hispanic workers who are injured on the job are any less 

likely to file for WC or receive WC benefits. An additional feature of the NLSY79 is the 

ability to examine one of the hypothesized reasons why workers might underreport 

injuries: fear of losing their job. The NLSY79 data asks whether workers were laid off or 

fired following their workplace injury. I find some evidence that Hispanic workers are 

more likely to lose their jobs following receipt of WC benefits. This suggests that 

Hispanic workers might be rational in underreporting workplace injuries.   

2. Background  

Prior work quantifies underreporting of workplace injuries/failure to file for WC benefits 

and offers reasons why workers might not report an injury.
6
 However, this literature does 

not separately examine Hispanic or Latino workers. Nevertheless, the lessons from this 

literature can inform some of the reasons why Hispanic workers may be reluctant to file 

                                                 

5
 The NHIS includes these questions in one year only, 2010, which does not yield a large 

enough sample size of Hispanic workers who are injured on the job. 

6
 A large literature has examined the opposite concern: moral hazard in WC. Fortin and 

Lanoie (1998) and Krueger and Meyer (2002) provide thorough reviews of this work.  In 

a recent update, Bronchetti and McInerney (2012) show that WC claims are not 

responsive to benefit levels. In this section, I summarize the concurrent literature 

examining concerns about underreports of workplace injuries. 
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for WC or report an injury to an employer.
7
 Some of these reasons include fear of reprisal 

from a worker’s current employer (Leigh et al., 2004; Fan et al., 2006; Boone and van 

Ours, 2006); peer pressure to avoid reporting workplace injuries if an injury report would 

make a work group ineligible for a safety bonus, such as a steak dinner or trip to Hawaii 

(Leigh et al., 2004); and some workers are uninformed of the process and their right to 

file for WC (Leigh et al., 2004; Fan et al., 2006).  

 

This prior literature also offers lessons for how to quantify underreporting. One approach 

is to use a single dataset and examine whether an injured worker also reports filing a WC 

claim. Fan et al. (2006) use a special module of the Behavioral Risk Factor Surveillance 

System (BRFSS) for the state of Washington, which asks separate questions about the 

incidence of workplace injury and whether the individual filed a WC claim with their 

employer. They find that only 52% of injured workers filed a WC claim. The respondents 

who indicated they experienced a work-related injury but did not file for WC report were 

asked why they did not file. The most common response was that their medical costs 

were paid through their employer. However, a small share reported that they “did not 

know they could file,” “worried about retaliation,” or “felt threatened by 

employer/employer would not support.”  

                                                 

7
 A separate literature examines why employers (not employees) might underreport 

injuries. Leigh et al. (2004) finds that the Survey of Occupational Illnesses and Injuries 

(SOII) misses between 33 and 69 percent of all injuries. Boden and Ozonoff (2008) 

compare injuries reported to the SOII with data from state WC systems in six states and 

find the BLS SOII misses a large share of workplace injuries, but also that a nontrivial 

number of workplace injuries are unreported to both WC systems and SOII. 
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A related approach is to identify injury and WC receipt for the same individual, but 

without a single dataset capturing this information. Biddle and Roberts (2003) link WC 

administrative data for the state of Michigan to a survey of physicians which identifies 

every patient who reported work-related pain in their back, wrist, hands, or shoulders.  

They find that a substantial share of workers (approximately one-third) who may be 

eligible for WC do not file for the benefits, and that nonwhite workers are less likely to 

receive WC than white workers.  In this paper, the analysis of the NLSY79 will follow 

this approach. In the NLSY79, I can observe individuals who report a workplace injury 

and then observe whether these individuals also filed for WC or received WC. 

 

A second method is to examine patterns in the rates of different types of injury that may 

or may not be underreported. Boone and van Ours (2006) follow this approach and 

compare the rates of fatal and nonfatal injuries. Since fatal injuries are reported 

universally, this rate is not sensitive to concerns about underreporting whereas the rate of 

nonfatal injuries may be. The authors posit that workers are less likely to report nonfatal 

workplace injuries to employers during poor economic times because the workers fear 

reprisal from their employer. They show that among OECD countries, when the national 

unemployment rises, the rate of nonfatal workplace injuries falls but the rate of fatal 

workplace injuries remains constant. They interpret this as evidence of underreporting of 

nonfatal injuries during economic downturns, perhaps because of fear of reprisal. In this 

paper, analysis of the NHIS data will follow a similar approach by comparing patterns of 

injury for Hispanic versus non-Hispanic workers. 
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Prior work has examined take-up of other social benefits among Hispanics and 

immigrants and offers lessons why we might expect injury reporting (i.e., take-up) to be 

different for Hispanic and non-Hispanic workers. First, family members may be 

concerned about immigration enforcement. Watson (2014) shows that Medicaid 

participation among children whose parents are noncitizens declines as federal 

immigration enforcement increases. She shows that this result holds even when the 

children are U.S. citizens. Aizer (2007) shows that overcoming language barriers (by 

making a bilingual application assistant available) increases take-up of Medicaid among 

Hispanic children. Therefore, in addition to the same concerns about job security and 

peer pressure all workers may face when deciding whether or not to report a workplace 

injury, Hispanic workers may face additional concerns about immigration enforcement as 

well as language barriers. 

 

3. Examining Underreporting in National Health Interview Survey (NHIS) 

Data 

3a. Data 

The National Health Interview Survey (NHIS) is an annual, cross-sectional nationally 

representative household interview survey that is conducted by the National Center for 

Health Statistics (NCHS), a part of the Centers for Disease Control and Prevention 

(CDC). The NHIS provides information on the health of the US population, and since 

1997 the survey also contains detailed information about injuries experienced by all 

household members. Respondents are asked to report each injury or poisoning that 
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required medical care for any household member within three months of the survey. For 

those injuries for which a medical professional was consulted, respondents are asked 

what activity the injured household member was engaged in at the time of injury, 

including “working at a paid job.” The survey also includes information regarding days 

of work missed, diagnosis, and where the respondent received care. The NHIS also 

contains detailed information about a worker’s industry and occupation for one randomly 

selected “sample adult” in each household. For this analysis, I restrict attention to sample 

adult respondents for the 1997 through 2013 NHIS, a sample of 180,520 workers (33,487 

Hispanic workers) and 1,650 workers who report a workplace injury (266 Hispanic 

workers).  See Appendix Table 1 for sample construction details. 

 

There are four important limitations to the NHIS data that must be addressed. First, 

Hispanics are a heterogeneous group. It may not be appropriate to combine workers who 

report Hispanic ethnicity but have different countries of origin. Unfortunately, the 

number of injured Hispanic workers in the sample is so small that I am unable to 

separately examine incidence of injury by country of origin. Although this is a limitation, 

it is consistent with much work on Hispanic take-up of social programs (see, for example, 

Bronchetti, 2014; Aizer, 2007; Watson, 2014) and Hispanic wage gaps (see, for example, 

McHenry and McInerney, 2015). 

 

The second limitation is that the NHIS does not contain any information regarding 

whether the worker reports the injury to his or her employer (or files for WC). Therefore, 

if injured workers are more likely to report injuries to NHIS enumerators than to 
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employers, then results from the NHIS are likely to understate the amount of 

underreporting by Hispanic injured workers. To overcome this limitation, I also include 

analysis of the NLSY79 which captures the incidence of injury as well as reporting the 

injury to one’s employer.  

 

A third limitation is concern that the NHIS may not be representative of the workforce 

and the distribution of industry (and corresponding risk of injury).  I can address this 

concern by examining how well characteristics of NHIS respondents match respondents 

to the CPS. Table 1 compares adults in the NHIS with adults in the Current Population 

Survey (CPS). Hispanic respondents in the NHIS are not perfectly representative of 

Hispanic respondents to the CPS; to address these concerns in my empirical work, I will 

include controls for observable characteristics. Table 2 shows how the distribution of 

industry among workers in the NHIS approximates the distribution of industry among 

workers in the CPS. Although the NHIS data do not perfectly match the distribution of 

industry among workers in the CPS, there are several dangerous industries in which 

Hispanic workers in the NHIS are more heavily concentrated than Hispanic workers in 

the CPS: construction, manufacturing, wholesale and retail trade, and agriculture. 

Therefore, although the distribution of industry among Hispanics in the NHIS does not 

match the distribution in the CPS, it is not the case that Hispanic respondents in the NHIS 

are exclusively sorted into safer industries.  

 

The final concern with the NHIS data is that of recall bias, which arises when there is 

differential recall of information across two different groups. Ruser (2008) raises the 
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concern of recall bias in the NHIS survey data, citing evidence that workers have been 

found to forget about minor injuries after approximately six weeks. If Hispanic workers 

recall fewer injuries than non-Hispanic workers, I might erroneously be ascribing 

underreporting to differential recall. To examine concerns about recall bias, I examine 

whether any differential between Hispanic and non-Hispanic injuries is eliminated when 

the recall period is shorter. In Table 3, I examine injuries that occurred in the year prior to 

the interview.
8
 Although it appears that recall bias explains some of the difference in non-

work-related injury rates between Hispanic and non-Hispanic workers, it does not explain 

the whole differential. The gap between the rate of workplace injury between Hispanic 

and non-Hispanic injuries falls when the recall period shrinks from one year to the same 

quarter as the interview. However, even when considering injuries that occurred in the 

same quarter of interview, Hispanic workers are less likely to disclose a work-related 

injury. In this analysis, I use the horizon of one year from the interview in order to 

maximize the number of injuries in the sample. 

3b. Conceptual Framework 

The analysis below makes several assumptions about the likelihood of injury at work and 

the relationship between the disclosure of a workplace injury to a survey enumerator and 

report of a workplace injury to the worker’s employer. The empirical approach rests on 

the underlying assumption that, conditional on observable characteristics, the underlying 

risk of injury is the same for Hispanic workers as it is for workers of other races and 

ethnicities. I also assume that injured workers are more likely to disclose workplace 

injuries to survey enumerators than to employers. That is, I assume that all workplace 

                                                 

8
 Warner et al. (2005) recommend using a five-week recall period to examine injuries in 

the NHIS beginning with the 2004 survey. With the publicly available NHIS data, I do 

not observe the exact date of interview, just interview quarter, month, or week.  
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injuries that are reported to employers are disclosed to survey enumerators. This means 

that estimates from the NHIS are likely to understate the extent of underreporting if more 

injuries are disclosed to the NHIS than to employers. 

 

From these assumptions, the empirical approach follows from the literature on wage gaps 

by race and ethnicity. That is, I control for all observable determinants of report of a 

workplace injury in addition to an indicator for Hispanic ethnicity, as in the linear 

probability model presented in equation (1) below. If, conditional on observables 

Hispanic workers are equally likely to report workplace injuries, then the coefficient 

estimate for 𝛽 will be zero. In contrast, a negative coefficient for 𝛽 would be consistent 

with Hispanic workers being less likely to report workplace injuries than non-Hispanic 

workers.  

(1)  𝑊𝑜𝑟𝑘𝐼𝑛𝑗𝑢𝑟𝑦𝑖,𝑡 = 𝛼 + 𝛽𝐻𝑖𝑠𝑝𝑖 + 𝛾𝐵𝑙𝑘𝑖 + δ𝑂𝑡ℎ𝑅𝑎𝑐𝑒𝐸𝑡ℎ𝑖Γ𝑋𝑖,𝑡 + 𝜃𝑡 + 𝜀𝑖,𝑡 

Where X is a vector of worker characteristics, including citizenship status, age, gender, 

marital status, educational attainment, industry, occupation, and year fixed effects. 

Because the dependent variable is binary, I also present results from probit models.
9
 

3c. Results 

The results presented in Table 4 show the impact of observable characteristics on the 

likelihood of disclosing a workplace injury to the NHIS. I first describe the estimated 

                                                 

9
 In future work, I will incorporate state fixed effects to control for permanent differences 

across states and state-specific WC benefit generosity, which changes over time and 

varies across workers with different levels of earnings. This requires access to the 

restricted use NHIS. At this time, my proposal has been approved but I am still awaiting 

final approval of my Special Sworn Status to access the data at the Boston Census 

Research Data Center (RDC). 
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effects for observable determinants of injury report common to all races and ethnicities. 

The effects are largely as expected: younger workers are more likely to disclose a 

workplace injury, as are less educated workers, and workers employed in more dangerous 

industries and occupations. US citizens are also more likely than non-citizens to disclose 

an injury to the NHIS. Even conditional on all of these observable characteristics, 

Hispanic workers are less likely to disclose a workplace injury to the NHIS than white 

workers. In fact, Hispanic workers are 0.3 percentage points less likely to disclose a 

workplace injury to the NHIS than a similar white worker. With a mean rate of nonfatal 

workplace injury of 0.9 percent of all NHIS respondents disclosing an injury to the 

survey enumerator, this means Hispanic workers are one third less likely to disclose a 

workplace injury than white workers.   

 

This effect is not unique to Hispanic workers; as shown in Table 4, black workers are 

also less likely than white workers to disclose nonfatal workplace injuries to survey 

enumerators, though the effect size is smaller. Nor is this effect solely driven by 

undocumented Hispanic workers. As shown in columns (3) and (4), the effect persists 

when the sample is restricted to US citizens.  

 

Of course, I cannot rule out an alternative explanation that is consistent with these 

findings—it may be that the distribution of injury severity for Hispanic workers lies to 

the right of the corresponding distribution of injury severity for white workers. In the 

analysis that follows, I attempt to distinguish between these two alternative explanations.    
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In Table 5, I examine the likelihood of reporting injuries of different severity. This 

exercise will allow me to identify the biggest gaps in injury reports. Panel A in Table 5 

replicates the main results from Table 4 for injuries of all durations. Panels B through D 

contain results examining the likelihood that Hispanic workers disclose injuries of 

different duration: injuries for which a worker misses less than a full day of work, misses 

between one and five days of work, and misses six or more days of work. As shown in 

Table 5, the biggest gap in reported injuries arises among the least severe injuries—the 

coefficient estimate falls in magnitude moving down the table to the most severe injuries. 

Hispanic workers are 0.21 percentage points less likely to disclose injuries resulting in 

less than one full day of missed work to the NHIS but only 0.06 percentage points less 

likely to disclose injuries resulting six or more days of work. In addition, the impact 

relative to the mean is larger for the least severe injuries: Hispanic workers are 46 percent 

less likely to disclose the least severe injuries and only 30 percent less likely to disclose 

the most severe injuries. In Panel E of Table 5, I quantify severity as a hospital stay and 

find no difference between Hispanic and white workers. Of course, the results presented 

in Table 5 are consistent with both underreporting of less severe injuries as well as a shift 

to the right in the distribution of injury severity. In the analysis that follows, I attempt to 

distinguish between these two alternative explanations. 

 

One way to attempt to identify underreporting is to compare effects among a subset of 

injuries that prior work has identified as more sensitive to reporting incentives versus the 

effects among a sample of injuries identified as less sensitive to reporting incentives. 

Prior work examining the WC program has identified cuts, fractures, and burns as 
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“traumatic” injuries which are less sensitive to incentives to under- or over-report and 

back sprains and repetitive trauma injuries (e.g., carpal tunnel syndrome) as “non-

traumatic” injuries which are more sensitive to incentives to under- or over-report 

(Biddle, 2001; Biddle and Roberts, 2003; McInerney, 2010; Ruser, 1998). Concerns of 

underreport would likely be larger among “non-traumatic” injuries, and in Table 6 I 

separately examine differences by ethnicity in the report of traumatic versus non-

traumatic injuries. As shown in Table 6, there are no statistically significant gaps in 

report of traumatic injury between Hispanic and white workers. In contrast, there are 

statistically significant differences in the report of non-traumatic injuries, which is 

suggestive of underreporting. Among the sample of non-traumatic injuries, Hispanic 

workers are 0.1 percentage points less likely to report a workplace injury than a similar 

white worker. With a mean injury rate of 0.3 percent of workers reporting workplace 

injuries, this is a large effect reflecting Hispanic workers being 30% less likely to report 

workplace injuries. 

 

Another way to examine whether the results reflect underreporting or a shift in the 

distribution of injury severity is to consider the cost associated with reporting (or not 

reporting) an injury. For workers lacking health insurance, there are larger financial 

benefits to having the medical care associated with an injury covered by WC, since the 

cost of any medical care would be out of pocket for these workers.  Therefore, it is 

somewhat surprising in Table 7 to see that injury disclosing discrepancies are largest 

among those lacking health insurance. It may be the case that health insurance is 
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correlated with job security.
10

 To better examine whether workers with lower levels of 

job security are less likely to disclose a nonfatal injury In Panels D and E, I instead split 

the sample of workers by those who are paid by the hour versus those who are salaried. 

Consistent with those Hispanic workers who have the least secure jobs being the most 

likely to underreport, I find the biggest discrepancy in injury disclosure to the NHIS 

among those who are paid by the hour. 

 

In summary, analysis of the NHIS data is consistent with Hispanic workers 

underreporting minor workplace injuries to NHIS enumerators (and, presumably) their 

employers. The ethnic differential is larger for those non-traumatic injuries which have 

been shown to be more responsive to incentives in WC, and it is also larger for workers 

who lack health insurance and who are paid by the hour. To examine whether Hispanic 

respondents who report injuries to survey enumerators are any less likely to file for WC 

(or receive WC, conditional on filing), I now turn to the NLSY79 data which separately 

asks questions on workplace injury and report of injury to one’s employer. With the 

NLSY79, I am also able to test reasons for underreport. 

 

                                                 

10
 Recall that the NHIS analysis spans the years 1997 through 2013, so ended before the 

health insurance mandates from the Affordable Care Act (ACA) were implemented. 

102



  

4. Examining Rates of Workers’ Compensation Receipt with the National 

Longitudinal Survey of Youth 1979 (NLSY79) 

4a. Data 

The NLSY79 is a longitudinal survey of approximately 10,000 individuals, conducted by 

the Bureau of Labor Statistics. The NLSY79 includes questions regarding the incidence 

of workplace injuries in the 1988, 1989, 1990, 1992, 1994, 1996, 1998, and 2000 surveys. 

Whereas the NHIS asked about any injury that required medical care, the NLSY79 asks 

respondents to report “… any incident at any job we previously discussed that resulted in 

injury or illness to you?” The NLSY79 does not ask whether the injured worker received 

medical care for the injury. See Appendix Table 2 for more details on sample 

construction of the NLSY79 data. The first key advantage of the NLSY79 data is that I 

am able to observe whether injured workers filed a WC claim with their employers or 

not. And, conditional on filing a claim, did the individual receive WC benefits. The 

second key advantage of this dataset is that I also observe whether an injured worker was 

terminated from his or her job following a workplace injury (or report of a workplace 

injury). For each workplace injury, the NLSY79 questionnaire asks “Did the 

illness/injury cause you to be laid off?” and “Did the illness/injury cause you to be 

fired?” 
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As shown in Table 8, in the NLSY79 data, Hispanic workers have no greater propensity 

to file for (and receive) WC, conditional on injury.
11

 Surprisingly, Hispanic workers are 

more likely to be terminated following a workplace injury or report of injury.  

 

4b. Empirical approach 

To examine whether Hispanic workers are any less likely to file for WC, conditional on 

experiencing an injury, I estimate the following linear probability model.  

 

(2) 𝐹𝑖𝑙𝑒𝐹𝑜𝑟𝑊𝐶𝑖𝑠𝑡 =  𝛼 + 𝛽𝐻𝑖𝑠𝑝𝑎𝑛𝑖𝑐𝑖 + Γ𝑋𝑖𝑠𝑡 + 𝜃𝑡 + 𝜃𝑠 + 𝜀𝑖𝑠𝑡 

 

The vector X includes the same controls from the analysis of the NHIS data, and, since 

the analysis is now restricted to the sample of injuries, I am also able to control for injury 

duration and type of injury. Because I have access to the restricted use NLSY79 data, I 

am now able to identify the respondent’s state of residence. This enables me to include 

state effects to control for permanent differences in WC programs across states, including 

the generosity of WC cash benefits.   

 

                                                 

11
 In addition to including a broader definition of injury than the NHIS (since it does not 

condition on medical care receipt), the design of the NLSY79 may result in fewer 

concerns about respondents failing to disclose workplace injuries to survey enumerators. 

By the time the first question regarding workplace injury was asked of survey 

respondents, respondents in this longitudinal panel had participated in nine rounds of the 

survey.  Therefore, survey respondents likely had fewer concerns about a disclosed injury 

being shared with their employer since they had experience with the confidentiality of the 

survey.  
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I also conduct a similar analysis to examine whether Hispanic workers are any less likely 

to receive WC, conditional on filing a claim: 

 

(3) 𝑅𝑒𝑐𝑒𝑖𝑣𝑒𝑊𝐶𝑖𝑠𝑡 =  𝛼 + 𝛽𝐻𝑖𝑠𝑝𝑎𝑛𝑖𝑐𝑖 + Γ𝑋𝑖𝑠𝑡 + 𝜃𝑡 + 𝜃𝑠 + 𝜀𝑖𝑠𝑡 

 

A finding that the coefficient estimate for 𝛽 is negative would be consistent with 

Hispanic workers being less likely to file for WC (or receive WC), conditional upon a 

workplace injury (or filing a WC claim). As with the analysis of the NHIS data, I also 

present results from probit models. 

 

Following a similar approach, I examine what happens to injured workers’ jobs. I run 

linear probability models (and probits) examining whether Hispanic injured workers are 

any more or less likely to be terminated from their jobs following an injury or report of 

an injury.  

 

4c. Results 

The results are presented in Panel A of Table 9. Among all injured respondents, 

conditional on reporting a workplace injury to a survey enumerator, there is little 

evidence that Hispanic workers are any more or less likely to file for WC with their 

employer. In fact, in the case of citizen respondents to the NLSY79, Hispanic workers are 

somewhat more likely to file for WC following a workplace injury. For the whole 

sample, the coefficient estimates are not statistically significant, and the estimates are 

small in magnitude, especially compared with the average share of injured workers who 

105



  

file for WC: 58%.
12

 This suggests that, conditional on reporting a workplace injury to a 

survey enumerator, Hispanic workers are no less likely to file for WC benefits.  

 

In Panel B of Table 9, I examine the probability an injured worker receives WC benefits, 

conditional on filing for them. Encouragingly, the marginal effects are never statistically 

significant and the estimated effects are even smaller, suggesting that there are no 

differences by ethnicity in the likelihood an injured worker who has applied for WC 

ultimately receives WC.  

 

Results in Table 10 show that, surprisingly, in some cases Hispanic workers are more 

likely to be terminated from their job following receipt of WC. This might explain any 

underreporting of workplace injuries by Hispanic workers.   

 

Results from the NLSY79 are encouraging of the fact that, conditional on reporting an 

injury to a survey enumerator, Hispanic workers are not missing out on benefits to which 

they may be entitled. There is no evidence that injured Hispanic workers are any less 

likely to file for WC (or receive WC, conditional on filing) than white workers. However, 

other results from the NLSY79 paint a more discouraging picture: Hispanic workers are 

more likely to be terminated from their job following receipt of WC. 

 

                                                 

12
 The 95% confidence interval ranges from a decline of 3.7 percentage points to an 

increase in filing of 9.2 percentage points (column (1)). 
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5. Discussion 

Together, the evidence from the NHIS and NLSY79 suggest the biggest threat to 

Hispanics receiving WC benefits at the same rate as non-Hispanic workers is in the initial 

report of injury to a worker’s employer. Since the problem of under-reporting appears to 

be more pronounced for injuries of shorter duration, this underreporting is less likely to 

impact cash benefit receipt and more likely to affect who pays for the medical coverage 

of the workplace injury (or whether medical care is obtained). This is especially 

important because the rate of uninsurance is highest among Hispanic workers, according 

to recent estimates from the American Community Survey.
13

  

 

A conservative back of the envelope calculation can help quantify the cost of 

underreporting. First, assume the true rate of minor workplace injuries for Hispanics is 

equal to the rate of injuries reported for non-Hispanic workers (.46%). Since .42% of 

Hispanic workers report seeking care for a workplace injury to the NHIS, we can assume 

that .0046-.0042=.0004 (or 0.04%) of Hispanic workers do not seek care for their injury. 

There are 22.5 million Hispanic workers
14

 and a conservative estimate of the average 

medical cost associated with medical only WC claims is the cost of an office visit for an 

uninsured individual: $130 (the average cost of a medical only claim is closer to the cost 

of an ER visit, ranging from $799 in Massachusetts to over $1,500 in Louisiana, Alaska, 

                                                 

13
 http://kff.org/uninsured/state-indicator/rate-by-raceethnicity/ 

14
 Bureau of Labor Statistics. August 2015. “Labor Force Characteristics by Race and 

Ethnicity.” BLS Reports. http://www.bls.gov/cps/cpsrace2013.pdf. Viewed August 3, 

2015. 

107

http://www.bls.gov/cps/cpsrace2013.pdf


  

and New Hampshire).
15,16 

Then $130*(22.5 million*.0004)=$1.2 million per year in 

medical costs for workplace injuries that are not covered by WC. These costs either 

represent foregone medical care, costs borne out of pocket by uninsured Hispanic 

workers, or costs paid for by Hispanic worker’s health insurers. 

 

Although injured workers who do not report an injury bear the cost of the medical care 

(or cost of foregoing medical care), evidence from the NLSY79 shows that in some cases, 

those Hispanic workers who report a workplace injury and receive WC are more likely to 

lose their jobs. 

 

 

The evidence in this paper is consistent with Hispanic workers underreporting workplace 

injuries. Hispanic workers may underreport injuries if they do not know their rights or the 

process of applying for WC. As Aizer (2007) showed, language barriers may make it 

difficult for non-English speaking workers to complete applications for benefits. Several 

states still do not publish applications for other social benefits in Spanish; for example, 

21 states still do not post downloadable Supplemental Nutrition Assistance Program 

                                                 

15
 http://www.bluecrossma.com/blue-iq/pdfs/TypicalCosts_89717_042709.pdf Viewed 

August 20, 2015. 

16
 http://www.oliverwyman.com/content/dam/oliver-

wyman/global/en/files/archive/2012/Examining_Costs_and_Trends_MA(NYC-

ADM89901-006).pdf and http://www.oliverwyman.de/content/dam/oliver-

wyman/global/en/files/archive/2012/NYC-ADM90101-004_Examing_cost_final.pdf 

Viewed August 3, 2015. 
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(SNAP) application forms in Spanish.
17

 Making application materials available in 

Spanish would help to reduce this barrier.  

 

If it is instead the case that Hispanic workers underreport injuries because the cost of the 

associated medical care is less than job loss, then making application forms available in 

Spanish will not increase reporting rates. Then a critical policy implication is enhanced 

job protection for injured workers, especially Hispanic workers.  

 

 

  

                                                 

17
 http://www.cbpp.org/research/snap-online-a-review-of-state-government-snap-

websites, viewed August 28, 2015. 
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Table 1: Hispanics in the National Health Interview Survey (NHIS) and the Current 

Population Survey (CPS), 1997-2013 

 

 NHIS CPS t-stat 

(p-val) 

NHIS CPS t-stat 

(p-val) 

 All Hispanic Respondents U.S. Citizens Only 

% US Citizens .573 

(.495) 

.617 

(.486) 

-22.45 

(p<.001) 

1.00 1.00  

% Employed .756 

(.429) 

.751 

(.433) 

2.88 

(.004) 

.770 

(.421) 

.760 

(.427) 

4.46 

(<.001) 

Age 37.224 

(11.988) 

36.696 

(12.145) 

10.85 

(<.001) 

38.144 

(12.724) 

37.241 

(12.802) 

13.40 

(<.001) 

% Male .449 

(.497) 

.493 

(.500) 

-21.93 

(<.001) 

.424 

(.494) 

.471 

(.499) 

-17.90 

(<.001) 

% Married .497 

(.500) 

.523 

(.499) 

-12.97 

(<.001) 

.446 

(.497) 

.495 

(.500) 

-18.62 

(<.001) 

       

Education:       

% Less than 

High School 

.402 

(.490) 

.367 

(.482) 

18.02 

(<.001) 

.259 

(.438) 

.241 

(.428) 

7.94 

(<.001) 

% High School 

Degree 

.251 

(.434) 

.297 

(.457) 

-25.31 

(<.001) 

.286 

(.452) 

.323 

(.468) 

-15.10 

(<.001) 

% Some 

College 

.229 

(.420) 

.220 

(.414) 

5.40 

(<.001) 

.309 

(.462) 

.292 

(.454) 

7.08 

(<.001) 

% College or 

More 

.118 

(.322) 

.115 

(.319) 

1.56 

(.120) 

.146 

(.354) 

.144 

(.351) 

1.08 

(.28) 

       

N 77,471 309,635  44,356 191,093  
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Table 2: Distribution of Industry Among Hispanic Workers in National Health Interview Survey (NHIS) and Current Population 

Survey (CPS), 1997-2013 

 NHIS CPS t-statistic 

(p-value) 

NHIS CPS t-statistic 

(p-value) 

 All Hispanic Respondents U.S. Citizens Only 

Mining .007 

(.086) 

.006 

(.079) 

2.13 

(.03) 

.009 

(.095) 

.008 

(.089) 

1.42 

(.16) 

Construction .107 

(.310) 

.087 

(.282) 

11.92 

(<.001) 

.067 

(.250) 

.057 

(.235) 

5.37 

(<.001) 

Manufacturing .160 

(.367) 

.144 

(.351) 

7.72 

(<.001) 

.139 

(.346) 

.123 

(.328) 

6.16 

(<.001) 

Transportation and 

Utilities 

.052 

(.222) 

.055 

(.228) 

-2.25 

(.02) 

.064 

(.244) 

.065 

(.247) 

-.52 

(.61) 

Wholesale Trade .035 

(.183) 

.033 

(.180) 

1.89 

(.06) 

.037 

(.189) 

.033 

(.180) 

2.81 

(.01) 

Retail Trade .148 

(.355) 

.143 

(.350) 

2.43 

(.02) 

.165 

(.371) 

.156 

(.363) 

3.18 

(.002) 

Finance, Insurance, 

and Real Estate 

.069 

(.253) 

.048 

(.214) 

16.29 

(<.001) 

.098 

(.297) 

.063 

(.244) 

17.67 

(<.001) 

Services .381 .449 -23.37 .408 .476 -17.39 
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 NHIS CPS t-statistic 

(p-value) 

NHIS CPS t-statistic 

(p-value) 

 All Hispanic Respondents U.S. Citizens Only 

(.486) (.497) (<.001) (.491) (.499) (<.001) 

Agriculture .040 

(.195) 

.034 

(.182) 

5.56 

(<.001) 

.014 

(.118) 

.016 

(.126) 

-2.04 

(.04) 

       

N 33,487 217,286  18,925 133,473  

 

116



  

Table 3: Examining Recall Bias for Injury Reporting, National Health Interview Survey (NHIS), 1997-2013 

 Hispanic Non-

Hispanic 

t-statistic 

(p-value) 

Hispanic Non-

Hispanic 

t-statistic 

(p-value) 

 All Respondents U.S. Citizens Only 

Injury requiring medical attention in past year. 

% Any injury .020 

(.140) 

.032 

(.176) 

-11.66 

(<.001) 

.024 

(.152) 

.032 

(.177) 

-5.92 

(<.001) 

% Work-related injury .008 

(.089) 

.009 

(.097) 

-1.73 

(.08) 

.007 

(.086) 

.009 

(.095) 

-2.74 

(.001) 

% Non-work related injury .012 

(.109) 

.023 

(.149) 

-12.75 

(<.001) 

.016 

(.126) 

.023 

(.151) 

-6.08 

(<.001) 

       

Injury requiring medical attention in same quarter as interview 

% Any injury .010 

(.100) 

.016 

(.124) 

-8.26 

(<.001) 

.012 

(.109) 

.016 

(.124) 

-4.21 

(<.001) 

% Work-related injury .004 

(.065) 

.005 

(.067) 

-2.48 

(.01) 

.004 

(.063) 

.004 

(.066) 

.000 

(1.00) 

% Non-work related injury .006 

(.076) 

.011 

(.104) 

-8.31 

(<.001) 

.008 

(.089) 

.011 

(.105) 

-3.74 

(.0002) 

N 33,487 147,033  18,925 130,733  
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Table 4: Impact of Hispanic Ethnicity on Probability a Respondent Reports a Workplace 

Injury to the NHIS, Results from Linear Probability Models (LPM) 

 

 LPM Probit LPM Probit 

 All respondents US Citizen Respondents Only 

Hispanic -.003*** 

(.001) 

-.129*** 

[-.003***] 

 (.030) 

-.003*** 

(.001) 

-.140*** 

[-.003***] 

(.034) 

Black -.002** 

(.001) 

-.060** 

[-.001**] 

 (.029) 

-.002*** 

(.001) 

-.093*** 

[-.002***] 

(.031) 

Other -.002 

(.001) 

-.098* 

[-.002*] 

 (.050) 

-.002 

(.001) 

-.097 

[-.002] 

(.061) 

White -- -- -- -- 

     

US citizen .003*** 

(.001) 

.117*** 

[.003***] 

(.040) 

-- -- 

     

Ln(Earnings) .0001 

(.0003) 

.001 

[.00002] 

(.015) 

.0002 

(.0003) 

.007 

[.0002] 

(.016) 

Age -.00005** 

(.00002) 

-.001 

[-.00003] 

(.001) 

-.00004* 

(.00002) 

-.001 

[-.00002] 

(.001) 

Female -.002*** 

(.001) 

-.080*** 

[-.002***] 

(.022) 

-.001** 

(.001) 

-.051** 

[-.001] 

(.025) 

Married -.002*** -.101*** -.003*** -.120*** 
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 LPM Probit LPM Probit 

 All respondents US Citizen Respondents Only 

(.0005) [-.002***] 

(.020) 

(.001) [-.003***] 

(.022) 

     

Less than HS .003*** 

(.001) 

.190*** 

[.005***] 

(.040) 

.003*** 

(.001) 

.201*** 

[.005***] 

(.045) 

HSD .003*** 

(.001) 

.169*** 

[.004***] 

(.023) 

.003*** 

(.001) 

.184*** 

[.005***] 

(.037) 

Some college .004*** 

(.001) 

.219*** 

[.005***] 

(.034) 

.004*** 

(.001) 

.222*** 

[.005***] 

(.034) 

College or more -- -- -- -- 

     

Mining .008*** 

(.003) 

.323*** 

[.008***] 

(.105) 

.009*** 

(.003) 

.361*** 

[.008***] 

(.109) 

Construction .006*** 

(.001) 

.275*** 

[.007***] 

(.057) 

.007*** 

(.001) 

.283*** 

[.007***] 

(.062) 

Manufacturing .001 

(.001) 

.155*** 

[.004***] 

(.052) 

.001 

(.001) 

.152*** 

[.004***] 

(.056) 

Transportation/Utilities .001 

(.001) 

.123** 

[.003**] 

(.060) 

.001 

(.001) 

.129** 

[.003**] 

(.066) 

Wholesale trade .004*** 

(.001) 

.264*** 

[.006***] 

.003** 

(.002) 

.225*** 

[.005***] 
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 LPM Probit LPM Probit 

 All respondents US Citizen Respondents Only 

(.065) (.073) 

Retail trade .004*** 

(.001) 

.233*** 

[.006***] 

(.052) 

.003*** 

(.001) 

.229*** 

[.005***] 

(.056) 

Finance, insurance, real 

estate 

-- -- -- -- 

Services .002** 

(.001) 

.169*** 

[.004***] 

(.048) 

.002** 

(.001) 

.175*** 

[.004***] 

(.052) 

Agriculture .008*** 

(.003) 

.387*** 

[.009***] 

(.114) 

.011*** 

(.003) 

.463*** 

[.011***] 

(.124) 

     

Manager -- -- -- -- 

Professional worker .0004 

(.0009) 

-.004 

[-.0001] 

(.050) 

.0002 

(.0010) 

-.019 

[-.0004] 

(.054) 

Support worker .003** 

(.001) 

.177*** 

[.004***] 

(.063) 

.004** 

(.001) 

.195*** 

[.005***] 

(.068) 

Sales -.0002 

(.0010) 

.001 

[.00001] 

(.051) 

-.0001 

(.0011) 

.006 

[.0001] 

(.056) 

Administrative worker .0001 

(.0009) 

-.009 

[-.0002] 

(.049) 

-.0004 

(.0010) 

-.039 

[-.001] 

(.053) 

Services worker .004*** 

(.001) 

.209*** 

[.005***] 

.004*** 

(.001) 

.219*** 

[.005***] 
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 LPM Probit LPM Probit 

 All respondents US Citizen Respondents Only 

(.045) (.049) 

Production worker .012*** 

(.001) 

.422*** 

[.010***] 

(.045) 

.013*** 

(.001) 

.430*** 

[.010***] 

(.050) 

Laborer .011*** 

(.001) 

.379*** 

[.009***] 

(.048) 

.011*** 

(.001) 

.387*** 

[.009***] 

(.053) 

Transportation worker .010*** 

(.001) 

.360*** 

[.009***] 

(.052) 

.010*** 

(.001) 

.373*** 

[.009***] 

(.057) 

Farming occupation .003 

(.003) 

.135 

[.003] 

(.124) 

.003 

(.004) 

.130 

[.003] 

(.145) 

     

N 180,520 180,520 149,658 149,658 

Mean of dep. Var. .009 .009 .009 .009 

Notes: Each regression also includes year fixed effects. Marginal effects for probit 

models in brackets. 
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Table 5: Impact of Hispanic Ethnicity on Probability Report a Workplace Injury of 

Certain Duration to NHIS, Results from Linear probability Models (include 

hospitalization) 

 

 LPM Probit LPM Probit 

 All respondents US Citizen Respondents Only 

Panel A: All Workplace Injuries Disclosed to NHIS 

Hispanic -.003*** 

(.001) 

-.129*** 

[-.003***] 

(.030) 

-.003*** 

(.001) 

-.140*** 

[-.003***] 

(.034) 

N 180,520 180,520 149,658 149,658 

Mean work injury .0091 .0091 .009 .009 

     

Panel B: =1 if injured, miss < full day of work 

Hispanic -.0021*** 

(.0005) 

-.151*** 

[-.002***] 

(.041) 

-.002*** 

(.001) 

-.159*** 

[-.002***] 

(.046) 

N 180,205 180,205 149,530 149,530 

Mean dep. Var. .0046 .0046 .0046 .0046 

     

Panel C: =1 if injured, miss 1-5 days work 

Hispanic -.0007** 

(.0004) 

-.077 

[-.001] 

(.049) 

-.001 

(.0004) 

-.076 

[-.001] 

(.055) 

N 180,205 180,205 149,350 149,350 

Mean work injury .0025 .0025 .002 .002 

     

Panel D: =1 if injured, miss 6+ days work 

Hispanic -.0006* 

(.0003) 

-.092* 

[-.001*] 

-.0007** 

(.0004) 

-.120* 

[-.001*] 
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 LPM Probit LPM Probit 

 All respondents US Citizen Respondents Only 

(.055) (.063) 

N 180,205 180,205 149,350 149,350 

Mean work injury .0020 .0020 .0019 .0019 

     

Panel E: =1 if injured, hospitalized 

Hispanic .00004 

(.00010) 

.059 

[.0001] 

(.144) 

5.34 e-06 

(.0001) 

.012 

[.00001] 

(.159) 

N 180,073 146,600 149,415 114,889 

Mean work injury .0002 .0002 .0002 .0003 

See notes to Table 4. 
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Table 6: Impact of Hispanic Ethnicity on Probability Report a Traumatic or Non-

Traumatic Injury to NHIS, Results from Linear probability Models  

 

 LPM Probit LPM Probit 

 All respondents US Citizen Respondents Only 

Panel A: All Workplace Injuries Disclosed to NHIS 

Hispanic -.003*** 

(.001) 

-.129*** 

[-.003***] 

(.030) 

-.003*** 

(.001) 

-.140*** 

[-.003***] 

(.034) 

N 180,520 180,520 149,658 149,658 

Mean work injury .0091 .0091 .009 .009 

     

Panel B: =1 if Workplace Injury Traumatic Injury 

Hispanic -.0001 

(.0004) 

-.054 

[-.0004] 

(.046) 

-.0001 

(.0004) 

-.072 

[-.001] 

(.053) 

N 180,520 180,520 149,658 149,658 

Mean dep. Var. .003 .003 .003 .003 

     

Panel C: =1 if Workplace Injury Non-traumatic injury 

Hispanic -.0010** 

(.0004) 

-.130** 

[-.001**] 

(.053) 

-.0010** 

(.0004) 

-.107* 

[-.001*] 

(.058) 

N 180,520 169,669 149,658 139,921 

Mean work injury .003 .002 .003 .002 

See notes to Table 4. Traumatic injuries are burns, cuts, and fractures. Non-traumatic 

injuries are back injuries, repetitive motion strain, and bruises. 
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Table 7: Impact of Hispanic Ethnicity on Probability Report a Workplace Injury to the 

NHIS, Results from Linear Probability Models (LPM), Selected Sample Characteristics 

 

 LPM Probit LPM Probit 

 All respondents US Citizen Respondents Only 

Panel A: Full sample 

Hispanic -.003*** 

(.001) 

-.129*** 

[-.003***] 

(.030) 

-.003*** 

(.001) 

-.140*** 

[-.003***] 

(.034) 

N 180,520 180,520 149,658 149,658 

Mean work injury .0091 .0091 .009 .009 

     

Panel B: Sample of workers with no health insurance 

Hispanic -.007*** 

(.002) 

-.232*** 

[-.007***] 

(.057) 

-.008*** 

(.002) 

-.265*** 

[-.008***] 

(.067) 

N 35,415 35,415 24,283 24,283 

Mean work injury .0116 .0116 .0124 .0124 

     

Panel C: Sample of workers with health insurance 

Hispanic -.002*** 

(.001) 

-.100*** 

[-.002***] 

(.036) 

-.002*** 

(.001) 

-.108*** 

[-.002***] 

(.040) 

N 144,866 144,866 125,167 125,167 

Mean work injury .0085 .0085 .0082 .0082 

     

Panel D: Sample of workers paid by the hour 

Hispanic -.004*** 

(.001) 

-.144*** 

[-.004***] 

(.035) 

-.004*** 

(.001) 

-.155*** 

[-.004***] 

(.039) 
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 LPM Probit LPM Probit 

 All respondents US Citizen Respondents Only 

N 111,354 111,354 90,530 90,530 

Mean work injury .0112 .0112 .0110 .0110 

     

Panel E: Sample of salaried workers 

Hispanic -.002* 

(.001) 

-.093 

[-.004] 

(.062) 

-.002* 

(.001) 

-.111 

[-.002] 

(.070) 

N 69,166 69,166 59,128 59,128 

Mean work injury .0058 .0058 .0056 .0056 

See notes to Table 4. 
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Table 8: Summary Statistics from the NLSY79 (1988-2000) 

 

 Hispanic Non-Hispanic t-test 

(p-val.) 

File for WC, 

conditional on injury 

.62 

(.49) 

.58 

(.49) 

1.43 

(.15) 

Receive WC, 

conditional on filing 

.48 

(.50) 

.44 

(.50) 

1.04 

(.30) 

    

Injured, miss no work .46 

(.50) 

.47 

(.50) 

-.35 

(.73) 

Injured, miss 1-5 days .22 

(.42) 

.25 

(.43) 

-1.23 

(.12) 

Injured, miss 6 or 

more days 

.32 

(.47) 

.28 

(.45) 

1.54 

(.12) 

    

Terminated, if injured .09 

(.29) 

.06 

(.24) 

2.10 

(.04) 

Terminated, if file for 

WC 

.12 

(.33) 

.07 

(.26) 

2.31 

(.02) 

Terminated, if receive 

WC 

.18 

(.38) 

.12 

(.32) 

1.60 

(.11) 

    

N (Injured) 376 1,653  

N (File for WC) 211 849  

N (Receive WC) 101 374  
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Table 9: Results from NLSY79: Likelihood Report Injury to Employer and Receive WC, 

if Injured 

 

 LPM Probit LPM Probit 

 All respondents US Citizen Respondents Only 

Panel A: File for WC 

Hispanic .047 

(.034) 

.151 

[.051] 

(.100) 

.075** 

(.036) 

.236* 

[.079] 

(.106) 

N 2,029 2,017 1,901 1,889 

Mean dep. Var. .586 .587 .586 .587 

     

Panel B: Receive WC, if File 

Hispanic .010 

(.041) 

.048 

[.013] 

(.150) 

.002 

(.043) 

.022 

[.006] 

(.157) 

N 1,060 1,054 997 991 

Mean dep. Var. .447 .446 .441 .440 

Probit marginal effects are presented in brackets. Each regression also includes control 

for: marital status, gender, race (white is the left out category), age (and age-squared), 

highest educational attainment (less than high school, high school degree, Associate’s 

degree, bachelor’s degree, more than college is the left out category), controls for missing 

between 1-5 days of work or missing 6+ days of work (missing less than one full day of 

work is the omitted category), citizenship status (columns (1) and (2) only), controls for 

union membership and health insurance coverage, measures of job tenure (less than one 

month, tenure of 2-12 months, and tenure of one year or more is the omitted category), 

controls for type of injury (sprain or strain, cut, crushing injury, burn, injury to nervous 

system, bruise, musculoskeletal injury, fracture, dislocation, foreign object, 1-digit 

industry, 1-digit occupation, year fixed effects, and state fixed effects. Each regression 

also include the ln(average weekly wage) and ln(expected weekly WC benefit) to control 

for WC benefit generosity specific to that worker. 
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Table 10: Probability worker loses job, if injured, NLSY79 

 LPM Probit LPM Probit 

 All respondents US Citizen Respondents Only 

Panel A: Laid off or fired, if injured 

Hispanic .022 

(.017) 

.207 

[.020] 

(.172) 

.019 

(.018) 

.183 

[.018] 

(.182) 

N 2,029 1,883 1,901 1,760 

Mean dep. Var. .070 .073 .068 .073 

     

Panel B: Laid off or fired, if file for WC 

Hispanic .029 

(.024) 

.257 

[.028] 

(.215) 

.031 

(.025) 

.310 

[.033] 

(.231) 

N 1,190 1,062 1,115 994 

Mean dep. Var. .083 .091 .083 .091 

     

Panel C: Laid off or fired, if receive WC 

Hispanic .063 

(.051) 

.710** 

[.106] 

(.349) 

.085 

(.053) 

.814** 

[.148] 

(.379) 

N 475 397 441 290 

Mean dep. Var. .131 .149 .132 .190 

See notes to Table 9.  
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Appendix Table 1: Construction of the NHIS, 1997-2013 

 Number of 

Observations 

Total persons in survey (adults and children) 1,598,006 

Sample adult 516,140 

Under age 65 414,151 

Citizenship status not missing 412,961 

Worked last year 330,035 

Worked for wages at private company 234,129 

Industry not missing (also drop farming, public sector employees, 

and military) 

227,088 

Occupation not missing (also drop farming, public sector 

employees, and military) 

225,929 

Earnings information not missing 187,760 

Weekly earnings greater than zero 180,520 

  

Experience a workplace injury 1,650 
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Appendix Table 2: Construction of the NLSY79, 1988-2000 

 Number of Observations 

NLSY79 respondents in years with injury 

questions 

49,526 

Has information on number of days missed, 

if injured 

38,373 

Was employed in year t-1 38,035 

Worked for private employer 30,956 

Has industry information 30,648 

Has occupation information 30,617 

Has job tenure information 29,946 

Has information on health insurance 28,462 

Experience workplace injury 2,041 

Information on filing for WC 2,034 

  

Reside in 50 states + DC 2,029 
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Abstract 

This study examines changes in patterns of work, poverty, and the relationship between 

work and poverty between 2005 and 2013. It also explores the implications of 

heterogeneous work-poverty dynamics for the distribution of poverty risk across race and 

sex groups. Our analyses address three specific objectives. First, we track changes in 

work and poverty status among householders during the 2005 to 2013 period. Second, we 

use a regression-based decomposition approach to quantify how shifts in hours and weeks 

worked among householders contributed to changes in poverty between 2005 and 2013. 

Third, we track race- and sex-based differences in work-poverty dynamics during this 

period. We specifically quantify how changes in work patterns among particular race- 

and sex- groups affected the distribution of poverty risk between groups. Our results 

demonstrate that changing patterns of work had a large, but not exclusive effect on 

poverty rates during the recession. In contrast, changes in work explain very little of post-

recession poverty dynamics. We also find evidence of systematic variation in work-

poverty dynamics between race and sex group. Our findings show a male and minority 

disadvantage during the recession and uniquely persistent disadvantages among non-

Hispanic black males in the post-recession period.  
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Introduction 

 

In the aftermath of the Great Recession of 2007-2009
1
, debates about poverty and 

inequality, low-wage work, and related policy interventions (e.g., the minimum wage, 

work supports) have increased considerably (Cooper, 2013; Mishel, 2012). The severe 

and enduring impacts of the recession—which extended far beyond the return to 

macroeconomic growth—have raised fundamental questions about access to employment 

and the quality of work for those who attain it. Many such questions have centered on the 

causes and consequences of high rates of unemployment and underemployment, and of 

the declines in earnings, job security, and job quality among those who are employed 

(Brand, 2015; Kalleberg, 2009; Kalleberg, 2011; Weil, 2014). Narratives suggesting that 

those willing to work will be able to secure a basic, above-poverty standard of living 

appear to have been fundamentally destabilized in the wake of the recession.  

Despite evidence of labor market stagnation and increasing economic hardship in 

the U.S., surprisingly little empirical research has attempted to quantify the relationship 

between work and poverty in the years before, during, and after the Great Recession. 

Quantifying the strength of this relationship can provide insight into the extent to which 

declines in full-time employment had a poverty-increasing effect during this period of 

crisis, or if other factors (e.g., wages, household labor supply) were more salient 

determinants of poverty. Through a series of descriptive statistics and regression-based 

decomposition analyses, this study begins to address this gap by examining the effect of 

changing patterns of work on poverty rates from before to after the Great Recession. To 

                                                 
1
 According the U.S. National Bureau of Economic Research, this recession—defined in terms of a 

contraction of gross domestic product (GDP)—began in December 2007 and ended in June 2009. 
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assess the distributional effects of these changes, we also examine the implications of 

work-poverty dynamics for race- and sex-based gaps in poverty.  

The paper proceeds as follows. In the next section, we review existing research on 

the recession’s social and economic impacts, with particular emphasis on labor market 

outcomes. We next describe the data used in this study and our analytic approach. We 

then describe our results, discuss their theoretical and policy implications, and conclude 

with recommendations for future research. 

 

Social and Economic Impacts of the Great Recession 

 

The Great Recession was by most accounts the worst economic downturn in the U.S. 

during the postwar era. Housing and equity values plummeted and rates of home 

foreclosures spiked. The recession affected many aspects of America’s social landscape, 

from family structure and fertility (Cherlin, Cumberworth, Morgan, & Wimer, 2013; 

Cohen, 2014) to the distribution of political power among parties (Bartels, 2013).  Wealth 

inequality also increased substantially as a result of the recession, reflecting 

disproportionately large impacts among disadvantaged groups (Pfeffer, Danziger, & 

Schoeni, 2013). Unsurprisingly, the poverty rate increased from 12.3% in 2006 to 15.1% 

by the end of the recession (2010), equal to the highest level since 1983  (DeNavas-Walt 

& Proctor, 2014).
2
 While an imperfect measure to be sure, the nearly 25% increase in 

poverty is indicative of the extent to which the recession undermined wellbeing across 

the U.S. 

                                                 
2
 The first statistically significant year-on-year decline in poverty did not occur until 2013, when it dropped 

only 0.5 percentage points to 14.5% (DeNavas-Walt and Proctor, 2014) 
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 The labor market is expected to be a primary mechanism through which 

macroeconomic patterns translated into social and economic wellbeing at the individual 

and household levels, and through which impacts were distributed across social groups. 

The 2007-2009 downturn had uniquely negative implications for U.S. workers.
3
 The most 

straightforward indication of these effects was the increase in the prevalence and duration 

of unemployment. The national unemployment rate increased from 4.4% prior to the 

recession to a peak of 10.1% in 2010, just after the recession officially ended. Likewise, 

employment—defined as the ratio of workers to the working-age population—fell more 

steeply and for a longer duration than any recession since the Great Depression. To place 

this in perspective, consider that before the 2007-2009 downturn, the average recession-

related decline in employment was below 3.0%. During the Great Recession, the peak 

decline in employment was a full 6.3 percentage points below pre-recession levels 

(Freeman, 2013).  

High cross-sectional unemployment rates in part reflected a large uptick in the 

number and share of long-term unemployed persons. In April 2010, for example, more 

than 7 million people had been unemployed for more than 26 weeks (Freeman, 2013); 

and during the entire 2009-2013 period, an average of nearly 40% of the unemployed 

were long-term unemployed (Nichols, Mitchell, & Lindner, 2013). The increase—a 

tripling at its peak—in long-term unemployment was also unprecedented in the post-war 

U.S. 

                                                 
3
 The large effects of the recession on the U.S. labor market were not only a function of the magnitude of 

this downtown; instead, this recession was unusually punitive for labor. In past recessions (i.e., those in the 

1950s-1970s), the percentage loss of employment was often less than the percentage loss of GDP during 

recessions; and post-recession recoveries in GDP translated rather directly into increased employment. By 

contrast, the decline in GDP during the Great Recession reached 4.7% while the decline in employment 

peaked at 6.3%
3
; likewise, GDP increased by 7.5% from the end of the recession through 2012 while 

employment increased by just 1.2% (Freeman, 2013). 
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 Overall trends in employment and unemployment mask considerable 

heterogeneity between groups. Increases in unemployment were not evenly distributed 

across demographic groups or sectors of the economy. Indeed, the recession itself was 

driven by particularly precipitous declines in economic activity and employment in 

certain industries. The largest and most rapid increases in unemployment occurred among 

workers in construction, manufacturing, and financial services (Hout & Cumberworth, 

2014). Unemployment among workers in the public administration, education, and health 

care sectors increased at a substantially slower pace, but saw less improvement after the 

recession than other sectors.
4
   

Pre- to post-recession changes in (un)employment were also uneven across 

demographic groups (Hoynes, Miller, & Schaller, 2012). For example, employment 

among prime-age men decreased from 87.5% in December 2007 to a low of 80.4% in 

December 2009. By November 2013, this rate had increased only to 82.8% (Hout & 

Cumberworth, 2014). According to the same analysis, the female prime-age employment 

ratio fell slower and less steeply than among men—from 72.4% in December 2007 to a 

low of 68.7% in November 2011—but increased only 0.7 percentage points (69.4%) by 

November 2013. The recession had fairly proportional effects across educational 

categories among both men and women. At its peak (2010), the unemployment rate had 

increased from approximately 7.0% to 15.0% among people without a high school 

degree; and increased from approximately 2.0% to 5.0% among college graduates (Hout 

& Cumberworth, 2014). Of course, the proportionately of these increases belies the large 

disparities in the absolute levels of unemployment faced by these groups.  

                                                 
4
 According to Freeman (2013), for instance, total employment would have been nearly a half percentage 

point higher in 2012 had government employment not experienced the declines that occurred between 2010 

and 2012 as a result of post-recession austerity measures. 
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While upticks in unemployment are a salient indicator of the recession’s labor 

market impacts, a non-trivial share and number of workers remained in the workforce 

during the downtown. Despite their employed status, many of these workers were 

exposed to forms of hardship associated with the recession. For example, workers may 

have experienced declines in the hours they were allowed to work, the wages or salaries 

they were paid, or their odds of promotion. Empirical evidence supports these 

expectations. For example, Elsby, Hobijn, and Sahin (2010) plot steep declines in the 

weekly hours per worker. From the last quarter of the 2006 to the third quarter of 2009, 

the average weekly hours per worker declined nearly 3 log points.
5
 A significant share of 

workers also experienced declines in earnings and income. DeNavas-Walt and Proctor 

(2014) document an 8.0% decline in median household income between 2007 and 2013. 

While this change is partially a function of declines in employment, it also reflects two 

other factors: (a) stagnation in the real wages of workers employed full time, year round 

and (b) a steep recession-related drop in the number of workers employed full time, year 

round. In fact, when comparing figures from 2007 and 2011, real annual wages per full 

time equivalent employee increased by just 0.3% (Freeman, 2013).
6
  

Other research has also documented statistically significant increases in the share 

of involuntary part-time workers associated with the recession (Slack and Jensen, 2014; 

Sum and Khatiwada, 2010). These findings underline the consequences of shifts into 

forms of underemployment. Finally, to the extent that unemployment risks increased 

during the recession, households that previously avoided economic hardship only through 

                                                 
5
 Notably, these declines in weekly hours were part of an unusually large decline in total labor input, but 

the ratio between the decline in unemployment and hours (“bodies-hours”) was not unusual among 

recessions.  
6
 To put this in international context, this change ranks as the fourth-smallest among OECD countries. 
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multi-worker households may have experienced declines in wellbeing as one or more of 

those workers lost jobs or experienced declining hours worked (Baker 2015).  

 Taken together, existing research documents large and multi-dimensional 

recession impacts, including increases in poverty and unemployment. This research also 

suggests that recession-related declines in employment and economic status were not 

evenly distributed across social groups, showing that the recession had important 

distributional consequences. Yet there is little available evidence regarding the linkages 

between changes in work and poverty during this time period. To what extent did 

declines in the employment increase the likelihood that families would enter poverty? 

Evidence about the extent to which family poverty status is determined by the primary 

earner’s work can yield insight into the strength (weakness) of work’s poverty-reducing 

effects and, in contrast, the poverty-increasing effect of unemployment. 

 

Conceptualizing Linkages between Work and Poverty 

 

Following prior research on the link between work and poverty (Lichter, Johnston, & 

McLaughlin, 1994; Slack, 2010; Thiede, Lichter, & Sanders, 2015), our analyses focus 

on work among householders and poverty status as defined by the official U.S. 

government poverty thresholds. These thresholds account for the pre-tax income from all 

family members and are adjusted according to family size and age composition. Poverty 

is therefore conceptualized as a fundamentally family-based measure that accounts for 

pooled resource generation and demand.  

By linking householders’ work and a family-based poverty measure, we evaluate 

the extent to which the poverty status of families is determined by the work of the 
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householder (i.e., family reference person), who is usually the primary earner. In other 

words, we assess whether full time work among a single adult protects against family 

poverty, as is often assumed or normatively prescribed. Under this framework, then, the 

work and earnings of other family members are included among a set of factors that may 

account for changes in poverty not explained by householder work. To clarify this point, 

we illustrate the set of factors that determine household poverty status (Figure 1). 

(Figure 1) 

 Although work among householders is expected to be the primary determinant of 

poverty, this figure identifies a number of other important factors. For one, changes in the 

householder’s hourly wages or earnings may shift family income above or below the 

poverty threshold even without changes in work effort (i.e., hours and weeks worked). 

Second, shifts in both work effort and earnings among other family members affect 

family income. Changes in these two factors are most likely to translate into changing 

poverty status among families in which the householder generates near-poverty income, 

and as such may be dependent upon multiple-earner strategies to avoid poverty. Third, 

changes in other income sources—such as unemployment supports, cash transfers, or 

interest income, among others—also affect family income.  For families living near the 

poverty line, informal cash transfers and public sector supports and changes therein (e.g., 

the extension of unemployment benefits) are typically the most important. Fourth, 

changes in family size and age composition affect the threshold against which family 

poverty status is determined. For example, the added resource demands of a newborn 

child without a corresponding increase in family income may push the family below the 

poverty threshold. Fifth and finally, year-to-year changes in government guidance on the 
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poverty thresholds may shift families’ poverty status without changes in any of the other 

factors.  

 While the income generated by primary earners is expected to be a main 

determinant of family poverty status, this figure clearly illustrates other intervening 

factors that make the relationship between householders’ work and poverty less 

straightforward than typically assumed. Still, the extent to which changes in these other 

factors explain poverty dynamics is an empirical question—one that has been largely 

unanswered to date. We begin to address this gap in the current paper. 

 

Current Study 

 

Research Focus 

 

This study examines changes in patterns of work, poverty, and the relationship between 

work and poverty between 2005 and 2013. It also explores the implications of 

heterogeneous work-poverty dynamics for between-group differences in poverty risk, a 

key metric of how economic disadvantages are distributed. The periods of interest 

encompasses three years prior to the Great Recession, the recession itself, and the post-

recession recovery period. 

 To explore these issues, this study addresses the following specific objectives 

with respect to both the overall
7

 analytic sample and race-sex group-specific 

subpopulations. First, we track changes in work and poverty status among householders 

during the 2005 to 2013 period. Here we focus on the share of householders employed 

                                                 
7
 Since race-sex specific estimates are only calculated for non-Hispanic white, non-Hispanic black, and 

Hispanic adults, the overall sample only includes members of these groups. 
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full time and year round, less than full time and year round, and out of work entirely. We 

also document the share of poor and non-poor households. Second, we use a regression-

based decomposition approach to quantify how shifts in hours and weeks worked among 

householders contributed to changes in poverty between 2005 and 2013. As a third 

objective, we track race- and sex-based differences in work-poverty dynamics during this 

period. In particular we quantify how changes in work patterns among particular race- 

and sex- groups affected the distribution of poverty risk between groups. The overall aim 

of these analyses is largely descriptive—to track changes in work and poverty during the 

recession—but speak to larger theoretical and philosophical debates about work and 

economic wellbeing in the U.S.  

 

Data 

 

We draw upon micro-data files from the March Supplement of the Current Population 

Survey (CPS) for the years 2006-2014 (King et al., 2010). The CPS is a nationally 

representative household survey of approximately 60,000 households, and is the primary 

source of labor force statistics for the U.S. The March Supplement includes detailed 

information on previous year income and work history, and is commonly used in research 

on poverty, employment, and underemployment. Our analyses also use these previous-

year data, therefore our results correspond to the 2005 to 2013 period. The weight 

constructed for the March supplement is used throughout the analyses unless noted (King 

et al., 2010).  

 We impose a number of restrictions on the CPS sample for analytic purposes. 

First, since back-to-back years of data are pooled for our analysis, all members of the 
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fifth through eight rotating groups (part of the CPS design) in the post-2006 samples are 

dropped for the analysis to avoid repeated observations.
8
 Second, we consider only 

householders aged 18 to 64. This focuses our analysis of work and poverty to a 

population expected—both normatively and in terms of public supports—to work. Third 

and finally, we exclude all householders not identified as non-Hispanic black, non-

Hispanic white, or Hispanic. The relatively small number of observations from other 

racial and ethnic groups prohibits reliable estimation in our race-sex group-specific 

analyses. To facilitate accurate comparisons, we also consider only these three groups in 

the overall (i.e., pooled) analyses. 

For analytic purposes we pool the data into three three-year periods: 2005-2007, 

2008-2010, and 2011-2013. This approach allows us to achieve sufficient sample size in 

group-specific models while also capturing change across substantively distinct periods 

of labor market conditions. We use 2005-2007 as a pre-recession baseline. The first 

period captures pre-recession labor market conditions. Although the recession technically 

began in December 2007, we included data from 2007 in this baseline period because 

significant increases in unemployment did not occur until the following year. The second 

period (2008-2010) includes all but one month of the recession and the 18 months 

following the official end of the downturn. This period includes the post-recession peak 

in unemployment (10.0% in October 2009) and the five months of 2010 in which 

unemployment was within 0.2 percentage points of that peak (Bureau of Labor Statistics, 

2015). Finally, the 2011-2013 period encompasses a period of recovery with respect to 

                                                 
8
 Please also note that the full 2014 sample has not yet been released. For this year, the Census Bureau 

inserted an experimental income question in the survey for 3/8 of the sample. At the time the data were 

extracted from King et al. (2010), data for only the 5/8 of respondents that received the original question 

were available.  
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macroeconomic and labor force indicators. As one indication, consider that the national 

unemployment rate declined from 9.2% in January 2011 to 6.7% by the end of 2013 

(Bureau of Labor Statistics, 2015).  

In sum, our analytic sample of householders consists of 274,744 un-weighted 

observations, of which 103,161 (37.6%) are in identified as non-Hispanic white male, 

89,135 (32.4%) as non-Hispanic white female, 14,890 (5.4%) as non-Hispanic black 

male, 22,041 (8.0%) as non-Hispanic black female, 23,429 (8.5%) as Hispanic males, and 

22,088 (8.0%) as Hispanic females. 42.0% of the observations fall in period 1 

(n=115,376), 31.0% in period 2 (n=85,300), and 27.0% in period 3 (74,068).   

 

Measures and methods 

 

Our analyses proceed in three steps. First, we track changes in the share of householders 

in work and at various levels of work. Here, we distinguish between individuals not 

working and at three levels of work. We define these three levels according to annual 

hours worked, which is the product of the number of weeks worked in the previous year 

and the usual number of hours worked per week that year. We express annual hours 

worked in terms of full time equivalents (FTEs), where 1.0 FTE=1,750 annual hours 

worked. We construct four categories of work levels: (1) 0 FTE; (2) 0<FTE<0.5; (3) 

0.5≤FTE<1.0; and (4) 1.0≤FTE. Our analyses track changes in the distribution of 

householders across these groups for the pooled sample and each race-sex group. 

Second, we calculate the rate of poverty among householders for each year, again 

for the pooled sample and each race-sex group. In all cases, we define poverty according 

to the official, family size-adjusted U.S. government thresholds for the year of 

143



  

observation. As a third step, we then calculate the probability of poverty for each year 

and group conditional on a set of common social and demographic correlates to poverty. 

These probabilities are derived from a series of logistic regression models that we 

estimate for each group (i.e., pooled data, race-sex groups) and period. These models take 

the form: 

𝜋𝑝𝑖

1 − 𝜋𝑖𝑗
= 𝛼𝑝𝑖 + 𝛽𝑛𝑝𝑖𝑋𝑛𝑝𝑖 + 𝜀 

where 𝜋𝑝𝑖 is the probability of poverty in period p for group i, 𝛼𝑝𝑖 is the baseline risk of 

poverty in period p for group i, 𝑋𝑛𝑝𝑖 represents a vector of other explanatory variables 

measured for group i in period p, and 𝛽𝑛𝑝𝑖 represents a vector of coefficient estimates for 

group i in period p corresponding to each explanatory variable. The explanatory variable 

of interest is work status (defined above), and we include controls for age, educational 

attainment, marital status, industry of employment or recent employment, and region of 

residence. We also control for race and sex in the overall pooled model. All explanatory 

variables are summarized in the appendix (Table A1).  

We calculate the average predicted probability of poverty for each group and year 

of interest using the estimated regression coefficients and holding observed covariates at 

their mean for the specific group and year of interest. We then estimate the effect of 

between-period changes in work patterns on the conditional rate of poverty using a 

regression-based decomposition approach similar to that used in prior demographic 

research (Jones & Kelley, 1984; Phillips & Sweeney, 2006; Van Hook, Brown, & 

Kwenda, 2004). In this case, we seek to isolate the effect of changes in the distribution of 

householders across the four work categories defined above from shifts in the group-
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specific rates (i.e., changes in 𝛽𝑛𝑝𝑖 ) and other compositional changes that affected 

observed poverty risk.  

Assuming that p is defined (but not denoted), we let 𝑋𝑤,1 represent the vector of 

indicator variables accounting for the distribution of householders across work categories 

during period 1, 𝑋𝑤,2  represent the same vector of variables measured at time 2, and 

𝑋𝑘,1and 𝑋𝑘,2  represent the vector of the control variables measured at times 1 and 2, 

respectively. In our approach, the difference in the predicted probability of poverty 

between time 1 and 2 is expressed as a component due to changes in the distribution of 

𝑋𝑤 and a component due to the combined changes in 𝑋𝑘, 𝛽𝑘, and 𝛽𝑤. Two procedures are 

possible within this general framework (Phillips and Sweeney, 2006; Van Hook, Brown, 

& Kwenda, 2004): 

𝜃1 − 𝜃2 = 𝛽𝑤,1(𝑥̅𝑤,1 − 𝑥̅𝑤,2) + [𝑥̅𝑤,2(𝛽𝑤,1 − 𝛽𝑤,2) + ∑ 𝑏𝑘,1(𝑥̅𝑘,1 − 𝑥̅𝑘,2)

𝑘=𝐾

𝑘=0

+ ∑ 𝑥𝑘,2(𝛽̅𝑘,1 − 𝛽̅𝑘,2)

𝑘=𝐾

𝑘=0

] 

and 

𝜃1 − 𝜃2 = 𝛽𝑤,2(𝑥̅𝑤,1 − 𝑥̅𝑤,2) + [𝑥̅𝑤,1(𝛽𝑤,1 − 𝛽𝑤,2) + ∑ 𝑏𝑘,2(𝑥̅𝑘,1 − 𝑥̅𝑘,2)

𝑘=𝐾

𝑘=0

+ ∑ 𝑥𝑘,1(𝛽̅𝑘,1 − 𝛽̅𝑘,2)

𝑘=𝐾

𝑘=0

] 

where 𝜃1 and 𝜃2 are the respective predicted probabilities of poverty in periods 1 and 2, 

K is the total number of coefficients in the model (excluding the coefficients for the 

vector of work level variables but including the intercept), 𝛽𝑤,1  and 𝛽𝑤,2  are the 

respective vectors of regression coefficients corresponding to work level variables in 

periods 1 and 2, 𝑥̅𝑤,1 and 𝑥̅𝑤,2 are the respective mean values for each of the work level 

variables in periods 1 and 2, 𝛽𝑘,1  and 𝛽𝑘,2  are the respective vectors of regression 

coefficients corresponding to variable k in periods 1 and 2, and 𝑥̅𝑘,1  and 𝑥̅𝑘,2  are the 

respective mean values for variable k in periods 1 and 2. Since the choice of standard 
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population is not self-evident, we present results from both approaches and, following 

previous research, use the average as an indicator of composition effects (Oaxaca, 1973; 

Phillips and Sweeney, 2006). 

 Finally, we also use this decomposition framework to assess how group-specific 

changes in work patterns affected between-group poverty probability ratios. These 

figures represent the ratio of the predicted probability of poverty (described above) 

between two groups. Here we focus on within-race between-gender ratios and within-

gender between-race ratios, respectively using males and non-Hispanic whites as the 

reference groups. 

 

Results 

 

Changing Patterns of Work 

 

We begin by describing changes in patterns of work as revealed by the distribution of 

family heads across four levels of work (Table 1). Across the entire (i.e., pooled) sample,   

we observe substantial shifts out of full time employment, with corresponding increases 

in the shares out of work entirely or employed less than full time. From 2005-2007 to 

2008-2010, the share of persons working at least 1.0 FTE decreased by 4.5 percentage 

points, while the share out of work increased by 2.1 percentage points. The shares 

working 0.01-0.49 FTE and 0.5-0.99 FTE increased by 1.0 and 1.4 percentage points, 

respectively. The share of persons entirely out of work increased a further 1.3 percentage 

points from 2008-2010 through the 2011-2013 period. During this period, however, the 

increase in householders out of work corresponded more to a decline in the shares 
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working less than full time (-1.1 percentage points) than to a drop in full time employed 

householders (-0.2 percentage points).  

(Table 1) 

 The results from the pooled data hide considerable differences in changing work 

patterns across race-sex groups. While each group experienced shifts away from full time 

employment during the recession, we find substantial differences with respect to the 

absolute and percentage magnitudes of change. We also observe differences in the extent 

to which declines in full time employment corresponded to increases in the share entirely 

out of work. Hispanic men saw the largest absolute (-10.1 percentage points) and 

percentage (-12.8%) declines in the share of householders working full time between 

2005-2007 and 2008-2010. Among this group, declines in full time work corresponded to 

relatively equal percentage point increases in the shares working less than full time or out 

of work entirely. The implication is that a substantial share of full time workers 

seemingly transitioned to part-time or part-year work rather than falling entirely out of 

the workforce. In contrast, the absolute (-1.6 percentage points) and percent (-3.0%) 

decline in the share of householders working full time was smallest among non-Hispanic 

white women, but this decline was offset almost entirely by an increase in the share out 

of work (1.5 percentage points).  

 Relative to 2005-2007 levels, the largest percentage declines in the share of 

householders working full time or more were concentrated among Hispanics and blacks, 

with absolute (i.e., percentage point) changes largest among Hispanic (-10.2 percentage 

points) and non-Hispanic black (-8.4 percentage points) men. Smaller, but still substantial 

declines in the share working full time were observed from 2008-2010 to 2011-2013 
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among non-Hispanic black male and female householders (-1.2 percentage points each), 

with a decline of smaller magnitude (-0.2 percentage points) also observed among non-

Hispanic white female householders. Other groups saw small upticks in the share of 

householders working full time, ranging from 0.6 percentage points among Hispanic men 

to only 0.1 percentage points among Hispanic women. As well, a number of groups—

non-Hispanic white men and women and Hispanic men—experienced over one 

percentage point increases in the share of householders out of work. Changes in the share 

of householders working, but less than full time and year round, varied inconsistently.  

(Table 2) 

As a whole, the observed post-2010 changes underline both the continued 

weakness in the labor market after the recession and the varied patterns of change across 

different race-sex groups. The heterogeneous changes across different groups and levels 

of work also highlight the limitations of binary measures of work (e.g., unemployment 

and labor force participation), demonstrating the prevalence of underemployment in 

terms of hours and weeks worked.  

 

Changing Patterns of Poverty  

 

Recession-related increases in the share of householders working less than full time or 

out work entirely shifted the distribution of this population toward categories with 

relatively high poverty levels. The risk of poverty at each level of work may have also 

increased as a result of declining wages, declining annual hours worked within each 

category (e.g., due to worker dislocation), declining work among other family members, 

and changes in the other factors illustrated in Figure 1. In this section, we describe 

148



  

patterns of unconditional rates of poverty among householders, including at different 

levels of work. Our results highlight a steep poverty gradient with respect to work, as 

well as marked and changing differences in the prevalence of poverty among different 

race-sex groups. 

On average, the share of householders in poor families increased significantly 

from before the recession (2005-2007)—when 12.4% of family reference persons lived in 

poor families—to the periods that included the recession (14.2%, 2008-2010) and 

subsequent recovery (15.3%, 2011-2013) (Table 3). Rates of poverty, and changes 

therein, varied considerably by race-sex group. The highest poverty rates were among 

non-Hispanic black and Hispanic female householders: by the post-recession period, 

greater than 30% of these householders were living in poor families. The share of 

householders in poverty was lowest among non-Hispanic whites.  

Trends in poverty were also uneven across groups. Non-Hispanic black and 

Hispanic male householders saw the largest upticks in poverty between 2005-2007 and 

2008-2010, at 3.9 and 4.1 percentage points (25.8% and 29.1%), respectively. Non-

Hispanic white males saw comparable percentage increases in poverty (21.2%, 1.4 

percentage points), evidence that the recession’s poverty impacts were concentrated 

among male-headed families. Poverty also increased overall and among most groups 

from during to after the recession, with the exception of Hispanic male householders, 

among whom the rate of poverty dropped 0.5 percentage points.    

(Table 3) 

Our results indicate that the increase in poverty was not only driven by a growing 

share of persons working less than full time (and therefore at high risk of poverty), but 
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also substantial increases in the rate of poverty among family reference persons working 

less than full time (Table 4). For example, the share of householders working less than 

0.5 FTE increased from 30.1% in 2005-2007 to 30.7% in 2008-2010, and still further to 

34.0% in 2011-2013. Substantial percentage point increases were observed among 

persons working 0.5-0.99 FTE, and in fact these changes represent larger percentage 

increases given lower baseline rates of poverty at this level of work.  Notably, more than 

3% of family reference persons working at least 1.0 FTE lived in poor families 

throughout the entire period—underscoring that the working poor are often fully 

employed (Brady, Baker, & Finnigan, 2013; Slack, 2010; Thiede, Lichter, & Slack, 

2015).  

(Table 4) 

 Our analyses disaggregated by race-sex group membership reveal substantial 

between-group differences in poverty at all levels of work. A key implication is that 

overall race- and sex-based differences do not simply reflect variation in work effort. 

Instead, we find higher rates of poverty among women than men, and among Hispanic 

and non-Hispanic blacks than non-Hispanic whites. For example, prior to the recession 

1.6% of non-Hispanic white male householders working full time or more were poor, 

nearly half the rate of non-Hispanic white female (2.7%) and non-Hispanic black male 

(2.9%) householders. Rates among non-Hispanic black female and all Hispanic 

householders working at least full time were all over 7.5% and, in the case of Hispanic 

female householders, a full 9.6%.  

 No clear patterns emerge when examining changes in poverty at specific levels of 

work over the course of the recession and recovery. Among some groups—non-Hispanic 
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white women, for example—poverty among full time employed householders decreased. 

This was not the case for all groups, and indeed we see heterogeneous patterns across all 

levels of work. These relatively unclear patterns likely reflect complicated changes in the 

composition of householders at each level of work (e.g., selective shifts out of full time 

employment among some low-wage workers), which we account for in our subsequent 

regression analyses. 

 

Changing Patterns of Poverty Probabilities  

 

As the basis for our decomposition analysis, we estimate logistic regression models 

predicting poverty status using separate equations for each group and period. Based on 

these coefficient estimates, we then generate the average probability of poverty for each 

analytic sample and year, holding values of covariates at their mean levels (Table 5). 

Across the pooled sample, we find large percentage increases in poverty probabilities 

between the pre- and post recession periods. From the 2005-2007 base of 0.0450, the 

mean predicted probability increased to 0.0544 in 2008-2010—a 20.9% increase from the 

2005-2007 base—and further to 0.0601 in 2011-2013—a 33.7% increase from the 2005-

2007 level. The implication is that the average householder was nearly a fifth to a third 

more likely to be poor during the recession and its aftermath than in the 2005-2007 

period. 

(Table 5) 

 Shifts in between-group patterns of poverty probabilities follow the general 

contours of the changing crude poverty rates described above (Table 5). Males 

experienced considerably larger percentage—and in most cases absolute—changes in 
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poverty risk. For example, the probability of poverty among non-Hispanic black males 

increased by 35.5%, from 0.0594 to 0.0804, between 2005-2007 and 2008-2010. In 

contrast, the conditional probability of poverty among non-Hispanic black females 

increased from 0.1696 to 0.1832, or only 8.0%, during that same period. Similar trends 

were evident among non-Hispanic white and Hispanic householders. These dynamics 

highlight the relatively large impact of the recession on male work patterns, as well as the 

strong linkages between work and poverty among male householders. These findings also 

suggest that while the gender gap in the probability of poverty was seemingly narrowed 

by the recession, the overall poverty probabilities increased for both sexes. Finally, 

despite evidence of disproportionate impacts among male householders, results still point 

to non-white disadvantages in within-sex comparisons.  

 With the exception of Hispanic male householders, we also find evidence of 

continued increases in poverty risk after the recession. Here, however, the male 

disadvantage is less evident or nonexistent. For example, the conditional risk of poverty 

among non-Hispanic white male householders increased by only 0.02 percentage points 

from during to after the recession—much smaller than the 0.58 percentage point increase 

among non-Hispanic white female householders. The general lack of poverty reduction 

during the post-recession period highlights the stagnant nature of the recovery with resect 

to average household economic conditions.  

 

The Effect of Changing Work Patterns on Poverty 

 

To quantify whether and how recession-related shifts away from full time employment 

contributed to changes in the prevalence of poverty, we perform a series of regression-

152



  

based decompositions. In these analyses, we generate a series of predicted poverty 

probabilities under the assumption that observed inter-period changes in the share of 

householders out of work or only working part-time, did not occur (Table 6). We also 

model the effect of changing work patterns between the recession (2008-2010) and 

recovery (2011-2013) periods to evaluate work-poverty dynamics during the early phases 

of the recovery (Table 7). 

 With respect to the pooled sample of all race-sex groups, recall that the 

conditional probability of poverty increased by 0.0094, or 20.9%, from 2005-2007 to 

2008-2010. However, had the share of householders in each work category not changed 

between these two periods, the average probability of poverty would have increased by 

only 0.0041, or 9.2% of the baseline poverty probability. The difference between the 

observed and simulated predicted probability of poverty indicates that shifts away from 

full time work account for 56.3% of the increase in average poverty risk between 2005-

2007 and 2008-2010. Had all householders’ work status remained constant between these 

two periods, the average probability of poverty would have increased by only 43.7% of 

what was actually observed. This is a large difference to be sure, but also highlights the 

substantial effect of factors beyond the number of hours and weeks worked by 

householders.  Many families are seemingly in such a precious position that 

householders’ baseline work effort was not sufficient to avoid poverty in the face of shifts 

in wages, other family members’ work and earnings, and other factors that increase 

poverty risk.  

 Shifting patterns of work had substantial (i.e., greater than 30%) positive effects 

on poverty probabilities across all race-sex groups, but the magnitude of these effects 
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varied considerably. The largest effect was observed among non-Hispanic black female 

householders. Among this group, the observed increase in the probability of poverty 

between 2005-2007 and 2008-2010 would have not only been smaller had shifts in work 

not occurred, but it would have actually decreased by 0.0079. This is the only group for 

which we observe an effect of greater than 100%. Still, shifts in work also accounted for 

large shares of increased poverty risk among non-Hispanic white female (93.6%) and 

non-Hispanic black (83.6%) and Hispanic (71.6%) male householders. In contrast, shifts 

in the distribution of householders across work categories accounted for the smallest 

share of increased poverty risk among non-Hispanic white male (51.6%) and Hispanic 

female (30.7%) householders.  

(Table 6) 

 Poverty risks continued to increase after the recession officially ended in 2009. 

From 2008-2010 to 2011-2013, the average poverty probability across the pooled sample 

increased 0.0057, or 10.6% of the 2008-2010 level. Relative to the changes observed 

from 2005-2007 to 2008-2010, however, substantially less of the increasing poverty risk 

was due to shifting work patterns among householders (Table 7). From the recession to 

post-recession periods, we estimate that 18.5% of the change in average poverty 

probability can be attributed to shifts in householders’ work. The implication is that much 

of the continued increase in poverty after the recession was driven by factors other than 

the hours and weeks worked by householders, such as declining wages, continued 

declines in employment among other family members, ands changes in other sources of 

income (e.g., reductions in unemployment benefits). 

(Table 7) 
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Group-specific estimates again underscore the very different positions that 

various race-sex groups occupied in the labor market during the recession and subsequent 

recovery. Poverty risk continued to increase among most groups, and for some quite 

substantially. For example, the probability of poverty among non-Hispanic black male 

householders increased by 0.0184, or 22.9% of 2008-2010 levels. However, only 14.5% 

of this change was due to shifts in householders’ work. A comparable absolute increase 

in the probability of poverty was observed among non-Hispanic black female 

householders, but a much larger share (31.2%) of this increase was attributable to post-

recession changes in the hours and weeks worked by householders.  Still, in either case 

the association between changing work and poverty among this group was much lower 

than that observed from before to during the recession.   

Little change in the probability of poverty occurred among non-Hispanic white 

male householders, and poverty risks declined among Hispanic male householders (-

0.0080, -6.6%)—the only race-sex group for which we observe this. Notably, this decline 

occurred despite an adverse shift in work patterns among Hispanic male householders. 

Our results suggest that changing patterns of employment actually offset other factors 

associated with declining poverty such that poverty risks would have been 0.0084 lower 

in 2011-2013 had shifts in work not occurred. The fact that shifts in work had an effect 

on poverty odds that is opposite to what was observed is represented in the work effect of 

-4.6%. As a final note, it is worth underlining that the anomalously high work effect 

observed among non-Hispanic white male householders (196.5%) is a function of the 

small increase in poverty probability between 2008-2010 and 2011-2013 (0.0002). Since 
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the work effect is calculated in reference to this change, percentage estimates are highly 

sensitive to very small values.  

 Overall, our results document persistent, if somewhat uneven increases in the 

average probability of poverty from 2005 to 2013. These findings also demonstrate that 

declines in hours and weeks worked among householders during the recession were the 

main, but not exclusive driver of increasing poverty during that period. In contrast, the 

continued uptick in poverty during the post-recession period was largely driven by other 

factors.  

 

Quantifying Differences Between Race-Sex Groups 

 

The results of our main analyses have shown that the recession’s effects on work and 

poverty, and the link between changing work and poverty risks, have varied substantially 

according to race and gender. To quantify the implications of these changes for the 

distribution of poverty between groups, our final analyses show how heterogeneous 

changes in householders’ work affected poverty probability ratios between groups.  

 Here, we begin by examining trends in the female-to-male poverty probability 

ratio, focusing on the 2005-2007 to 2008-2010 period and drawing within-race/ethnicity 

comparisons (Table 8). At the pre-recession baseline, this ratio was highest among non-

Hispanic black householders at all periods (2.8567), approximately 1.0 higher than the 

ratio among both non-Hispanic white and Hispanic householders. The recession was 

associated with declining female-to-male ratios—a decline in the gender poverty gap—

for all groups. The largest absolute declines occurred among non-Hispanic black 

householders, but both non-Hispanic groups (blacks and whites) experienced similar 
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percentage declines of approximately 20%. The decline among Hispanic householders 

was much smaller in absolute (-0.1671) and percentage (-9.1%) terms.  At more than 

125%, however, the combined effect of changing work patterns among Hispanic males 

and females on the poverty probability ratio was substantially higher than any other racial 

and ethnic group. Indeed, this work effect was 51.3% and 34.9% among non-Hispanic 

black and white householders, respectively. These work effects indicate that the shifts in 

patterns of householders’ work contributed to declines in female-to-male poverty 

probability ratios: the gender gap would have decreased less or increased in the absence 

of recession-related shifts in work.  

 We also consider race and ethnicity-based gaps in poverty risk, here drawing 

within-sex comparisons. We find that the recession was associated with slightly 

increasing gaps between non-Hispanic white and minority householders, with the 

exception of the ratio of non-Hispanic white to Hispanic male householders (-0.1319, -

3.1%). For both male and female householders, shifts in work reinforced growing black-

white inequality. Indeed, the black-white poverty ratios would have declined by 7.6 

percentage points among men and 5.0 percentage points among women in the absence of 

recession-related shifts in work. In contrast, shifts in work offset observed declines in the 

poverty probability ratio between Hispanic and non-Hispanic white male householders (-

104.0%), and also offset observed increases in Hispanic-to-non-Hispanic white 

disparities among female householders (-10.6%).  

(Table 8) 

 For non-Hispanic white and Hispanic householders, recession-related declines in 

the gender gap in poverty probabilities were largely or entirely reversed between 2008-
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2010 and 2011-2013. For both of these groups, work had small, but positive inequality-

increasing effects. In contrast, the female-to-male poverty probability ratio continued to 

decline among non-Hispanic black householders, reaching 2.0112 in 2011-2013—nearly 

30% below pre-recession levels. This continued decline was reinforced marginally 

(1.9%) by shifts in work among non-Hispanic black householders. 

 Black-white gaps in poverty among male householders continued to increase in 

the aftermath of the recession. A positive work effect of 7.3% suggests that changes in 

hours and weeks worked by householders reinforced this increase. Shifts in work also had 

an inequality-increasing effect with respect to black-white poverty gaps among female 

householders (work effect = -13.6%). However, other factors seemingly offset this work 

effect such that the black-to-white ratio for female householders declined from 2008-

2010 to 2011-2013. The Hispanic-to-non-Hispanic white poverty probability ratio also 

declined among both male and female householders, in both cases driven in part by 

inequality-decreasing changes in householders’ work. 

(Table 9) 

 

Discussion and Conclusion  

 

This paper examined the effect of recession-related shifts in work patterns on observed 

increases in the poverty rate, and explored how variation in the recession’s impact on 

labor markets shaped inequality in poverty risks between race-sex groups. 

Unsurprisingly, results provide evidence of declines in work—both in terms of 

decreasing annual hours worked and increased unemployment or labor force dropout—

and increases in poverty. The findings demonstrate that shifts out of the workforce and 
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from full- to part-time work played a substantial but, importantly, not exclusive role in 

the increased rate of poverty during the 2006-2010 period. The implication here is that 

declining hours and weeks worked, and increased rates of unemployment, among 

householders drove part of the increased burden of poverty associated with the recession. 

However, a substantial—in some cases, majority—share of the change in poverty cannot 

be attributed to downward transitions across the categories of work we have defined. This 

suggests that other factors, such as declining wages, declining employment among co-

resident family members, and changes in other forms of income (e.g., unemployment 

insurance), and were important. 

The outcomes we track in this paper shifted in heterogeneous ways across the 

different race-sex groups we examined. The overall magnitude of the recession’s impact 

on work and poverty was highly uneven, with historically disadvantaged groups 

experiencing the largest declines in work and increases in poverty risk. The mechanisms 

of these declines were also uneven. Increases in poverty were driven largely by shifts in 

work among some groups—such as non-Hispanic black males—while others—such as 

non-Hispanic white females—experienced increases in poverty mainly driven by other 

factors such as declining wages and changes in employment among other family 

members. Such variation highlights the systematic differences in the protective effect of 

householders’ work vis-à-vis poverty risk, and in vulnerability to downturns more 

broadly (Couch and Fairlie, 2010). 

Overall, these findings underline the complicated and heterogeneous links 

between work and poverty in the U.S. The results also point to the importance of 

studying recessions’ impacts beyond one-dimensional indicators of employment. Instead, 
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our findings should motivate future research focused on smaller-grained shifts in work 

and wages, household economy dynamics, and between-group differences in these trends.   
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Figures 

Figure 1     Factors determining family poverty status 
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Tables 

 

Table 1     Share of householders by work category and 

period (pooled sample) 

 Work (FTE) 2005-2007 2008-2010 2011-2013 

0 17.6 19.8 21.1 

0.1-0.49 6.7 7.7 7.4 

0.5-0.99 11.2 12.6 11.7 

1.0+ 64.4 59.9 59.8 
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Table 2     Share of householders by work category, period, and race-sex 

group 

Group  Work (FTE) 2005-2007 2008-2010 2011-2013 

Non-Hispanic 

white, male 

0 11.4 13.3 14.8 

0.1-0.49 4.4 5.8 5.3 

0.5-0.99 8.3 10.1 8.8 

1.0+ 75.9 70.8 71.2 

     

Non-Hispanic 

white, female 

0 22.7 24.1 25.3 

0.1-0.49 9.9 9.9 9.4 

0.5-0.99 14.6 14.9 14.2 

1.0+ 52.8 51.2 51.0 

     

Non-Hispanic 

black, male 

0 19.0 24.1 24.6 

0.1-0.49 5.1 7.2 7.3 

0.5-0.99 8.8 10.0 10.6 

1.0+ 67.1 58.8 57.5 

     

Non-Hispanic 

black, female 

0 24.0 27.2 28.2 

0.1-0.49 7.8 8.9 8.8 

0.5-0.99 12.3 13.1 13.5 

1.0+ 55.9 50.7 49.5 

     

Hispanic, male 

0 8.4 11.7 12.9 

0.1-0.49 3.7 6.3 5.8 

0.5-0.99 9.6 13.7 12.4 

1.0+ 78.4 68.3 68.9 

     

Hispanic, 

female 

0 31.2 31.5 31.5 

0.1-0.49 8.5 9.2 10.1 

0.5-0.99 13.5 15.4 14.3 

1.0+ 46.8 43.9 44.0 
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Table 3     Share of householder in poverty by race-sex group and period 

Group 2005-2007 2008-2010 2011-2013 

Total (pooled) 12.5 14.2 15.3 

Non-Hispanic white, male 6.6 8.0 8.7 

Non-Hispanic white, female 12.2 12.5 13.8 

Non-Hispanic black, male 15.1 19.0 21.4 

Non-Hispanic black, female 28.3 30.2 30.9 

Hispanic, male 14.1 18.2 17.7 

Hispanic, female 26.4 29.7 30.6 
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Table 4     Share of householders in poverty by race-sex group, work category, 

and period 

Group Work (FTE) 2005-2007 2008-2010 2011-2013 

Total (pooled) 

0 37.4 39.0 41.0 

0.1-0.49 30.1 30.7 34.0 

0.5-0.99 15.5 16.7 18.3 

1.0+ 3.3 3.3 3.3 

     

Non-Hispanic white, 

male 

0 30.7 32.2 34.5 

0.1-0.49 25.1 25.7 26.6 

0.5-0.99 9.7 11.0 12.4 

1.0+ 1.6 1.6 1.5 

     

Non-Hispanic white, 

female 

0 29.5 29.9 32.2 

0.1-0.49 23.7 22.6 26.8 

0.5-0.99 12.0 12.0 13.2 

1.0+ 2.7 2.5 2.5 

     

Non-Hispanic black, 

male 

0 47.8 51.5 55.5 

0.1-0.49 39.3 42.3 43.9 

0.5-0.99 23.1 18.0 21.7 

1.0+ 2.9 2.9 3.8 

     

Non-Hispanic black, 

female 

0 64.2 62.4 61.2 

0.1-0.49 57.4 53.9 59.0 

0.5-0.99 34.1 34.3 33.3 

1.0+ 7.6 7.6 8.0 

     

Hispanic, male 

0 49.0 48.1 51.7 

0.1-0.49 46.8 45.6 43.7 

0.5-0.99 21.5 26.3 27.3 

1.0+ 7.9 8.9 7.4 

     

Hispanic, female 

0 47.4 53.4 53.5 

0.1-0.49 39.8 45.2 47.0 

0.5-0.99 27.7 31.8 32.8 

1.0+ 9.6 8.6 9.8 
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Table 5     Predicted probability of poverty by race-sex group and period 

  2005-2007 2008-2010 2011-2013 

Group Pr. SE Pr. SE Pr. SE 

Total (pooled) 0.0450 (0.0009) 0.0544 (0.0012) 0.0601 (0.0013) 

Non-Hispanic white, male 0.0206 (0.0009) 0.0268 (0.0013) 0.0270 (0.0015) 

Non-Hispanic white, female 0.0389 (0.0015) 0.0409 (0.0018) 0.0467 (0.0021) 

Non-Hispanic black, male 0.0594 (0.0045) 0.0804 (0.0064) 0.0988 (0.0080) 

Non-Hispanic black, female 0.1696 (0.0061) 0.1832 (0.0074) 0.1988 (0.0079) 

Hispanic, male 0.0957 (0.0037) 0.1207 (0.0052) 0.1127 (0.0052) 

Hispanic, female 0.1750 (0.0059) 0.2006 (0.0068) 0.2214 (0.0075) 

Predicted probabilities derived from group- and year-specific logistic regression models of 

poverty (see “Measures and methods”) 
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Table 6     Decomposition of change in probability of poverty explained by changes in work 

levels, 2005-2007 to 2008-2010 

Group 
Observed change Simulated change

a
 Work 

effect
a
 Absolute Percentage Absolute Percentage 

Total (pooled) 0.0094 20.9% 0.0041 9.2% 56.3% 

Non-Hispanic white, male 0.0062 30.1% 0.0030 14.6% 51.6% 

Non-Hispanic white, female 0.0021 5.3% 0.0001 0.3% 93.6% 

Non-Hispanic black, male 0.0211 35.5% 0.0035 5.8% 83.6% 

Non-Hispanic black, female 0.0136 8.0% -0.0079 -4.6% 157.8% 

Hispanic, Male 0.0250 26.1% 0.0071 7.4% 71.6% 

Hispanic, Female 0.0255 14.6% 0.0177 10.1% 30.7% 
a
Average of two models: (1) 2005-2007 as standard; (2) 2008-2010 as standard 
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Table 7     Decomposition of change in probability of poverty explained by changes in work 

levels, 2008-2010 to 2011-2013 

Group 
Observed change Simulated change

a
 Work 

effect
a
 Absolute Percentage Absolute Percentage 

Total (pooled) 0.0057 10.6% 0.0047 8.6% 18.5% 

Non-Hispanic white, male 0.0002 0.7% -0.0002 -0.7% 196.5% 

Non-Hispanic white, female 0.0058 14.1% 0.0050 12.1% 14.1% 

Non-Hispanic black, male 0.0184 22.9% 0.0157 19.6% 14.5% 

Non-Hispanic black, female 0.0156 8.5% 0.0107 5.8% 31.2% 

Hispanic, Male -0.0080 -6.6% -0.0084 -6.9% -4.6% 

Hispanic, Female 0.0209 10.4% 0.0201 10.0% 3.8% 
a
Average of two models: (1) 2008-2010 as standard; (2) 2011-2013 as standard 
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Table 8     Decomposition of change in poverty probability ratio explained by changes in work levels, 2005-2007 to 2008-2010 

Comparison Sub-group 

Observed ratios Observed change Simulated change
a
 

Work 

effect
a
 2005-

2007 

2008-

2010 
Absolute Percentage Absolute Percentage 

Female : male 

Non-Hispanic 

white 1.8867 1.5274 -0.3593 -19.0% -0.2340 -12.4% 34.9% 

Non-Hispanic 

black 2.8567 2.2780 -0.5788 -20.3% -0.2821 -9.9% 51.3% 

Hispanic 1.8282 1.6610 -0.1671 -9.1% 0.0459 2.5% 127.5% 

         Non-Hispanic black : 

non-Hispanic white 

Male 2.8819 3.0012 0.1193 4.1% -0.2198 -7.6% 284.2% 

Female 4.3637 4.4762 0.1125 2.6% -0.2165 -5.0% 292.4% 

         Hispanic : non-

Hispanic white 

Male 4.6474 4.5055 -0.1419 -3.1% -0.2895 -6.2% -104.0% 

Female 4.5033 4.8998 0.3966 8.8% 0.4385 9.7% -10.6% 
a
Average of two models: (1) 2005-2007 as standard; (2) 2008-2010 as standard 
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Table 9     Decomposition of change in poverty probability ratio explained by changes in work levels, 2008-2010 to 2011-2013 

Comparison Sub-group 

Observed ratios Observed change Simulated change
a
 

Work 

effect
a
 2008-

2010 

2011-

2013 
Absolute Percentage Absolute Percentage 

Female : male 

Non-Hispanic 

white 1.5274 1.7311 0.2037 13.3% 0.1974 12.9% 3.1% 

Non-Hispanic 

black 2.2780 2.0112 -0.2667 -11.7% -0.2616 -11.5% 1.9% 

Hispanic 1.6610 1.9643 0.3032 18.3% 0.3026 18.2% 0.2% 

         Non-Hispanic black : 

non-Hispanic white 

Male 3.0012 3.6621 0.6609 22.0% 0.6126 20.4% 7.3% 

Female 4.4762 4.2548 -0.2214 -4.9% -0.2514 -5.6% -13.6% 

         Hispanic : non-

Hispanic white 

Male 4.5055 4.1768 -0.3287 -7.3% -0.2835 -6.3% 13.8% 

Female 4.8998 4.7394 -0.1604 -3.3% -0.0931 -1.9% 41.9% 
a
Average of two models: (1) 2008-2010 as standard; (2) 2011-2013 as standard 
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Appendix 
 

Table A1     Distribution of cases per variable by period, pooled data
a
 

Variable                                                     Group 

2005-

2007 

2008-

2010 

2011-

2013 

% % % 

Poverty status 
   

Non-poor (family) 87.5 85.8 84.7 

Poor (family) 12.5 14.2 15.3 

Work status 
   

0 17.6 19.8 21.1 

0.1-0.49 6.7 7.7 7.4 

0.5-0.99 11.2 12.6 11.7 

1.0+ 64.4 59.9 59.8 

Race-sex group 
   

Non-Hispanic white, male 39.9 38.9 38.0 

Non-Hispanic white, female 33.3 33.2 32.7 

Non-Hispanic black, male 5.3 5.5 5.8 

Non-Hispanic black, female 8.2 8.2 8.5 

Hispanic, Male 7.0 7.2 7.5 

Hispanic, Female 6.3 7.0 7.4 

Age 
   

18-24 7.2 6.7 6.5 

25-54 72.0 70.5 68.8 

55-64 20.9 22.8 24.8 

Educational attainment 
   

No high school diploma 11.5 10.5 9.6 

High school diploma 48.8 48.5 47.1 

Associate's degree 9.9 10.3 11.1 

Bachelor's degree + 29.9 30.8 32.2 

Marital status 
   

Married 54.2 52.9 51.0 

Separated, divorced, or widowed 22.5 22.6 22.9 

Single, never married 23.2 24.5 26.2 
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Table A1 (continued)     Distribution of cases per variable by period, pooled data
a
 

Variable                                                     Group 

2005-

2007 

2008-

2010 

2011-

2013 

% % % 

Industry 
   

Construction 6.8 6.2 5.5 

Manufacturing 10.3 9.5 9.2 

Transportation and utilities 4.4 4.2 4.0 

Wholesale and retail trade 14.0 13.8 13.4 

Finance, insurance, and real estate 5.8 5.4 5.5 

Business and repair services 6.2 6.5 6.9 

Personal, entertainment, and recreation services 4.1 4.2 4.1 

Professional and related services 21.9 22.5 22.6 

Public administration 4.8 4.9 4.8 

Other 21.8 22.9 24.0 

Region 
   

Northeast 17.9 17.7 17.7 

Midwest 23.5 22.9 22.8 

South 37.4 38.1 38.4 

West 21.3 21.3 21.1 

N (unweighted) 111,376 85,300 74,068 
a
Sample restricted to non-Hispanic white, non-Hispanic black, and Hispanic; 

summary of disaggregated race-sex samples available upon request 
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